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DISCLAIMER 
SoBigData (654024) is a Research and Innovation Action (RIA) funded by the European Commission under 
the Horizon 2020 research and innovation programme. 

SoBigData proposes to create the Social Mining & Big Data Ecosystem: a research infrastructure (RI) 
providing an integrated ecosystem for ethic-sensitive scientific discoveries and advanced applications of 
social data mining on the various dimensions of social life, as recorded by “big data”. Building on several 
established national infrastructures, SoBigData will open up new research avenues in multiple research 
fields, including mathematics, ICT, and human, social and economic sciences, by enabling easy comparison, 
re-use and integration of state-of-the-art big social data, methods, and services, into new research. 

This document contains information on SoBigData core activities, findings and outcomes and it may also 
contain contributions from distinguished experts who contribute as SoBigData Board members. Any 
reference to content in this document should clearly indicate the authors, source, organisation and 
publication date. 

The document has been produced with the funding of the European Commission. The content of this 
publication is the sole responsibility of the SoBigData Consortium and its experts, and it cannot be 
considered to reflect the views of the European Commission. The authors of this document have taken any 
available measure in order for its content to be accurate, consistent and lawful. However, neither the 
project consortium as a whole nor the individual partners that implicitly or explicitly participated the 
creation and publication of this document hold any sort of responsibility that might occur as a result of 
using its content. 

The European Union (EU) was established in accordance with the Treaty on the European Union 
(Maastricht). There are currently 27 member states of the European Union. It is based on the European 
Communities and the member states’ cooperation in the fields of Common Foreign and Security Policy and 
Justice and Home Affairs. The five main institutions of the European Union are the European Parliament, 
the Council of Ministers, the European Commission, the Court of Justice, and the Court of Auditors 
(http://europa.eu.int/). 

Copyright © The SoBigData Consortium 2015. See http://project.sobigdata.eu/ for details on the copyright holders. 

For more information on the project, its partners and contributors please see http://project.sobigdata.eu/. You are 
permitted to copy and distribute verbatim copies of this document containing this copyright notice, but modifying this 
document is not allowed. You are permitted to copy this document in whole or in part into other documents if you 
attach the following reference to the copied elements: “Copyright © The SoBigData Consortium 2015.” 

The information contained in this document represents the views of the SoBigData Consortium as of the date they are 
published. The SoBigData Consortium does not guarantee that any information contained herein is error-free, or up to 
date. THE SoBigData CONSORTIUM MAKES NO WARRANTIES, EXPRESS, IMPLIED, OR STATUTORY, BY PUBLISHING THIS 
DOCUMENT. 
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GLOSSARY 
ABBREVIATION DEFINITION 

CNN A convolutional neural network (CNN, or ConvNet) is a class of deep 
neural networks. 

ELMo 

A deep contextualized word representation that models both (1) 
complex characteristics of word use (e.g., syntax and semantics), and 
(2) how these uses vary across linguistic contexts (i.e., to model 
polysemy). 

EU European Union 

F1 
F1 score (also F-score or F-measure) is a measure of a test's accuracy. 
It considers both the precision p and the recall r of the test to 
compute the score. 

GATE General Architecture for Text Engineering, NLP technology from 
USFD. 

LSTM Long short-term memory (LSTM) is an artificial recurrent neural 
network (RNN) architecture used in the field of deep learning. 

NERD Named entity recognition and disambiguation. 

NLP Natural Language Processing. 

RMSE Root Mean Squared Error, an evaluation metric based on deviation 
from the correct answer. Lower is better. 
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DELIVERABLE SUMMARY 
D11.3 is the second deliverable focusing on the SoBigData evaluation framework toolkit and datasets. The 
deliverables present the SoBigData evaluation data collection toolkit, which enables campaign participants 
access to the evaluation datasets, as described in T11.2. In addition, the deliverables comprise the materials 
and datasets created for the SoBigData evaluation campaigns, carried out as part of T11.2, and reports on 
the definition of the exploratories of T11.4. All five thematic areas covered by the SoBigData project have 
their corresponding datasets: text and social media mining (USFD, UNIPI), social network analysis (CNR, 
AALTO), human mobility analytics (CNR), web analytics (LUH), visual analytics (FRH). 

D11.3 builds on D11.2 by reporting additional work in a manner that facilitates task definition and 
comparison of algorithms and approaches, and presenting evaluation frameworks and datasets, as 
discussed in T11.2 (access to datasets is provided by the SoBigData Gateway). 
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EXECUTIVE SUMMARY 
SoBigData's core mission is to create a Social Mining & Big Data Ecosystem: a research infrastructure (RI) 
providing an integrated ecosystem for ethic-sensitive scientific discoveries and advanced applications of 
social data mining on the various dimensions of social life, as recorded by "big data". As an open research 
infrastructure, SoBigData promotes repeatable and open science. The work presented here supports this 
goal through two key foci: infrastructure for the effective and responsible sharing of data (the 
"framework"), and the resources and experiences that have arisen within the five thematic areas of the 
project: social media mining; social network analysis; human mobility analytics; web analytics; and visual 
analytics. Work here is presented under four headings pertaining to diverse task definitions that have 
emerged through the project; supervised evaluation, unsupervised evaluation, simulation and synthetic 
data, and shared tasks and evaluation frameworks. In addition to describing their contribution to task 
definition, partners share resources that can be accessed through the SoBigData Gateway subject to 
appropriate conditions and licensing. 
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1 RELEVANCE TO SOBIGDATA 

As an open research infrastructure, SoBigData promotes repeatable and open science. Advancing the state 
of the art with regards to evaluation methods and infrastructure, and developing high utility shared 
resources for evaluation is a crucial part of this. Various work in the area of evaluation has been taking 
place under the umbrella of SoBigData. This deliverable presents this in the form of a taxonomy. 

1.1 PURPOSE OF THIS DOCUMENT 

We use the wide range of evaluations taking place under the SoBigData umbrella to taxonomize evaluation 
methods and reflect on them in practical terms. Given the large variety in the methodologies and topics 
covered, very different indicators and measures are used in order to understand the quality of the results 
obtained. For this reason, we provide for each method a summary description containing the method 
name, objectives, and its key performance indicators. We also report the thematic cluster that it belongs to: 
Text and Social Media Mining (TSMM), Social Network Analysis (SNA), Human Mobility Analytics (HMA), 
Web Analytics (WA), Visual Analytics (VA) or Social Data (SD). 

1.2 RELEVANCE TO PROJECT OBJECTIVES 

SoBigData opens up new research avenues in multiple research fields, including mathematics, ICT, and 
human, social and economic sciences, by enabling easy comparison, re-use and integration of state-of-the-
art big social data, methods, and services, into new research. Effective community evaluation efforts are a 
crucial part of this. 

1.3 SOBIGDATA PROJECT DESCRIPTION 

SoBigData proposes to create the Social Mining & Big Data Ecosystem: a research infrastructure (RI) 
providing an integrated ecosystem for ethic-sensitive scientific discoveries and advanced applications of 
social data mining on the various dimensions of social life, as recorded by “big data”. SoBigData will open up 
new research avenues in multiple research fields, including mathematics, ICT, and human, social and 
economic sciences, by enabling easy comparison, re-use and integration of state-of-the-art big social data, 
methods, and services, into new research. It will not only strengthen the existing clusters of excellence in 
social data mining research, but also create a pan-European, inter-disciplinary community of social data 
scientists, fostered by extensive training, networking, and innovation activities. 

In addition, as an open research infrastructure, SoBigData promotes repeatable and open science. Although 
SoBigData is primarily aimed at serving the needs of researchers, the openly available datasets and open 
source methods and services provided by the new research infrastructure will also impact industrial and 
other stakeholders (e.g. government bodies, non-profit organisations, funders, policy makers). 

1.4 RELATION TO OTHER WORKPACKAGES 

The work package builds on D11.2 to bring together the information in the form of an analysis of evaluation 
types, and supplement that with our work in the area of promoting effective evaluation, namely by also 
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including shared corpora, tasks that have been organised under the umbrella of SoBigData and our work 
developing and participating in evaluation frameworks. 

1.5 STRUCTURE OF THE DOCUMENT 

In the next sections we survey the evaluation methods and resources in the SoBigData platform grouping 
them by evaluation approach. First we consider supervised evaluations, the way these have been 
approached within SoBigData and the corpora that have been shared. Then we consider the work that has 
been done in the area of unsupervised evaluation. Then we cover simulations and synthetic data. Finally we 
present work in the area of shared tasks and evaluation frameworks. 
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2 SUPERVISED EVALUATION  

In this section we describe work in which supervised evaluation methods were employed; namely, method 
output was compared to manually annotated gold standard data. 

2.1 USE CASES 

2.1.1 MYWAY - TRAJECTORY PREDICTION 
Exploratory: City of Citizens 
Thematic Cluster: HMA 
Partners Acronym: SoBigData.it - CNR, KDD 
Dataset Used: GPS Tracks – Tuscany 
 
Evaluation: MyWay is a prediction system, which exploits the individual systematic behaviours modelled by 
mobility profiles to predict human movements. MyWay provides three strategies: the individual strategy 
uses only the user’s individual mobility profile, the collective strategy takes advantage of all users’ individual 
systematic behaviors, and the hybrid strategy is a combination of the previous two. MyWay only requires 
sharing the individual mobility profiles (a concise representation of the user's movements), instead of raw 
trajectory data revealing the detailed movements of the users. For the evaluation we considered only the 
trajectories formed by at least three points, longer than one kilometer and with duration longer than one 
minute. Having one month of data, we used the first 3 weeks as training set and the remaining last week as 
test set.  We tested MyWay using two different test sets: the first obtained by considering only the first 33% 
of each trajectory, and the second by considering the first 66%. 
 
The predictive performance of MyWay is evaluated in terms of accuracy, prediction rate and distance error 
with respect to the positions predicted and the real one considering a spatiotemporal tolerance. The 
performance improves drastically when both the individual and collective strategies are used together and 
when more mobility profiles are shared [1]. 

2.1.2 HUMAN MOBILITY DATA PRIVACY RISK ESTIMATOR   
Exploratory: City of Citizens 
Thematic Cluster: HMA 
Partners Acronym: SoBigData.it - CNR, KDD 
Dataset Used: GPS Tracks – Tuscany 
 
Evaluation: This method is a fast and flexible approach to estimate privacy risk in human mobility data. The 
idea is to train classifiers to capture the relation between individual mobility patterns and the level of 
privacy risk of individuals. We show the effectiveness of our approach by an extensive experiment on real-
world GPS data in two urban areas and investigate the relations between human mobility patterns and the 
privacy risk of individuals [24]. We construct a classification training dataset TC for every distinct 
background knowledge (this means that, in our experiments, we build a total of 33 distinct classification 
training datasets). Every classification dataset TC is used to train a classifier M using Random Forest. We 
evaluate the overall performance of a classifier by two metrics: (i) the accuracy of classification (ACC), and 
(ii) the weighted average F-measure. All the experiments are performed using a k-fold cross validation 
procedure with k=10. Here, we do not report the whole experimental results, but we only highlight that 
both evaluation metrics reach good results. For example, the maximum performance values reached by a 
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classifier are ACC= 0.95 and F-measure = 0.95, while the lowest performance values are ACC = 0.62 and F-
measure = 0.59. However, in both cases we have significant improvements w.r.t. baseline. 

2.1.3 STATISTICALLY VALIDATED NETWORKS 
Exploratory: City of Citizens 
Thematic Cluster: HMA, SNA 
Partners Acronym: SNS  
Dataset Used: e-MID dataset 
 
Evaluation: This is a theoretical and algorithmic methodology designed to filter out a backbone structure of 
a complex network by using rigorous statistical testing. It can be applied both to unipartite and to bipartite 
networks [27][28]. In the bipartite case the method provides a filtering of the projected network, either on 
the first or on the second module. The filtering is done by statistically comparing the input network with a 
randomized version of the same network (the Null model), obtained by fixing some properties of the real 
network (strength/degree distribution) and by letting links to be drawn completely at random once 
conditioned on the imposed constraints. The statistical filter preserves only the links with a very small p-
value in the randomized version of the network. Namely, if one link is very likely to be there (or to have the 
same or greater weight) in the null model, then the existence of that link (or the size of that weight) is just a 
statistical consequence of the general structure of the network (i.e. the degree distribution) and not a 
feature peculiar to that specific network. In [28] the authors compare the trading relationships empirically 
observed in the e-MID market with a null hypothesis of random trading among banks. They show that the 
filtering procedure is able to detect preferential trading patterns belonging to the interbank network. 

2.1.4 MACHINE LEARNING PREDICTION OF VOLATILITY IN BITCOIN 
Exploratory: Well-being & Economy 
Thematic Cluster: HMA, SNA 
Partners Acronym: ETHZ 
Dataset Used: Bitcoin market data 
 
Evaluation: This is a machine-learning model that predicts the level of price fluctuations in the next hour 
segment. In particular, we study the problem of the Bitcoin short-term volatility forecasting based on 
volatility history and order book data. Order book, consisting of buy and sell orders over time, reflects the 
intention of the market and is closely related to the evolution of volatility. We propose temporal mixture 
models capable of adaptively exploiting both volatility history and order book features. By leveraging rolling 
and incremental learning and evaluation procedures, we demonstrate the prediction performance of our 
model as well as studying the robustness, in comparison to a variety of statistical and machine learning 
baselines. Meanwhile, our temporal mixture model enables to decipher the time-varying effect of order 
book features on volatility. It demonstrates the prospect of our temporal mixture model as an interpretable 
forecasting framework over heterogeneous Bitcoin data. 
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Figure 1 Prediction and true values of two sample periods. 

2.1.5 MACHINE LEARNING PREDICTION OF VOLATILITY IN BITCOIN 
Exploratory: Explainable Machine Learning 
Thematic Cluster: HMA, SNA 
Partners Acronym: ETHZ 
Dataset Used: Meteorological data in Beijing of China & Energy production of a photo-voltaic power plant in 
Italy 
 
Evaluation: For recurrent neural networks trained on time series with target and exogenous variables, in 
addition to accurate prediction, it is also desired to provide interpretable insights into the data. We explore 
the structure of LSTM recurrent neural networks to learn variable-wise hidden states, with the aim to 
capture different dynamics in multi-variable time series and distinguish the contribution of variables to the 
prediction. With these variable-wise hidden states, a mixture attention mechanism is proposed to model 
the generative process of the target. Then we develop associated training methods to jointly learn network 
parameters, variable and temporal importance w.r.t the prediction of the target variable. Extensive 
experiments on real datasets demonstrate enhanced prediction performance by capturing the dynamics of 
different variables. Meanwhile, we evaluate the interpretation results both qualitatively and quantitatively. 
It exhibits the prospect as an end-to-end framework for both forecasting and knowledge extraction over 
multi-variable data. 
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Figure 2 Variable importance over epochs during the training 

 

2.1.6 SOCIOMETER 
Exploratory: City of Citizens 
Thematic Cluster(s): HMA 
Partners Acronym: SoBigData.it - CNR 
Datasets used: CDR Data - Tuscany 
 
Evaluation: The Sociometer is an analytical framework based on data mining methods that analyzes users’ 
call habits, and classifies people into behavioral categories (residents, commuters and visitors). The 
Sociometer allows to study city users and the impact of big events in cities. The evaluation of this method 
was carried out in the case of study in Tuscany [35]. Here the data from the Official Statistics, containing the 
number of residents and dynamic residents (commuters to another area) for each municipality, is compared 
with the sociometer results. The person coefficient is the measure used  to study the correlation between 
the two sources. In particular in the case of study of Tuscany shown in Figure 3, we have a high correlation 
index and the results are good.  

 

Figure 3 Comparison between Sociometer results and the official statistics 
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2.1.7 PRIVACY RISK ON SOCIOMETER 
Exploratory: City of Citizens 
Thematic Cluster(s): HMA 
Partners Acronym: SoBigData.it - CNR 
Datasets used: CDR Data - Tuscany 
 
Evaluation: Given the methodology described in D11.1 for extracting profiles, we can analyse the privacy 
risks of the users. The privacy risk in our case is the risk of re-identification, i.e., the probability of an 
attacker to discover the identity of an individual, having some external information on his target.  
We assume as background knowledge for the attacks (i.e., the information that an attacker knows), for 
certain municipality, the activities done by a user, in particular the time of all his calls, for a period of 1, 2, 3 
or 4 weeks.  The simulation of the attacks is performed on profiles built on data collected in November 2015 
in Tuscany, for a total of 734,552 users generating 2,121,331 profiles. In Figure 4 we can see the cumulative 
distribution obtained with the attack simulation, varying the magnitude of the background knowledge, for 
the municipality of Pisa. 

 

Figure 4 Cumulative distribution of Risk obtained with the attack simulation. 

2.1.8 NEXT INSTITUTION PREDICTION BASED ON SCIENTIFIC PROFILE 
Exploratory: Migration Studies 
Thematic Cluster(s): HMA 
Partners Acronym: SoBigData.it - CNR 
Datasets used: Scientific Publications Dataset 
 
Evaluation: This method aims at predicting the future institution of a scientist given her recent scientific 
profile [36]. In the first phase, a data mining approach is used to predict whether or not a scientist will 
migrate, using logistic regression and decision trees. The method is evaluated using cross validation and 
obtains an AUC=0.85 (significantly better than a baseline method having AUC=0.50). In the second phase, 
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the next institution is predicted by using a social-gravity model, which produces an error in the prediction 
which is 85% lower than using the traditional gravity model. 

2.1.9 EPIDEMIC SENTIMENT ANALYSIS 
Exploratory: Migration Studies 
Thematic Cluster(s): TSMM 
Partners Acronym: SoBigData.it - UNIPI, CNR. 
Datasets used: Twitter Stream Dataset, Semeval2013, Semeval2014, Earth Hour 2015 
 
Evaluation: This is a method based on epidemic spreading to automatically extend the dictionary used in 
lexicon-based sentiment analysis, starting from a reduced dictionary and large amounts of Twitter data [43]. 
We evaluate the method by computing the correlation between the new dictionary and a manually 
annotated one (test dictionary). The resulting dictionary is shown to contain sentiment valences that 
correlate well with human-annotated sentiment, with values up to 0.7.  

 
A further evaluation is based on classification of sentiment on Twitter, using the extended dictionary. We 
use the Semeval and Earth Hour datasets as gold standard, and we see results comparable to the original 
dictionary in terms of accuracy, recall, precision and F1-values. However we are able to tag more tweets 
compared to the original dictionary, which is an advantage of our method.  

 

 

 



SoBigData – 654024  www.sobigdata.eu 
  
  

D11.3 Evaluation Framework Toolkit and Datasets 2  Page 17 of 42 

2.1.10 SUPERDIVERSITY AND SENTIMENT 
Exploratory: Migration Studies 
Thematic Cluster(s): TSMM 
Partners Acronym: SoBigData.it - UNIPI, CNR. 
Datasets used: Twitter Stream Dataset, D4I dataset 
 
Evaluation: We have proposed a new index to measure superdiversity based on Twitter sentiment. This 
measures the sentiment valences of terms on twitter and compares them with an annotated dictionary. To 
evaluate the index, we compare it with high space resolution immigration rates from the D4I  dataset. We 
show that our index correlates really well with immigrant stocks, in Italy and the UK, at various space 
resolutions.  We obtain correlations between 0.8 and 0.95, results that are very promising in our quest to 
develop a nowcasting model of immigrant stocks.  Below we show the relation between our superdiversity 
index and immigration rates in Italy at 3 different geographical levels. 

 
 

2.1.11 SWAT: MYWAENTITY SALIENCE IN TEXTS 
Exploratory: Cross-exploratory 
Thematic Cluster: TSMM 
Partners Acronym: SoBigData.it – UNIPI 
Dataset Used: NewYork Times (payment needed) and Wikinews 
 
Evaluation: SWAT is a software system that solves efficiently and effectively the document aboutness 
problem by providing a succinct representation of a document's subject matter via salient entities drawn 
from Wikipedia. At the time of SWAT proposal [37], the literature offered two systems: the Cmu-Google 
system, which used a proprietary entity annotator to extract entities from the input text and a very simple 
binary classifier based on very few and basic features to distinguish between salient and non-salient 
entities, and the SEL system that hinged on a supervised two-step algorithm comprehensively addressing 
both entity annotation and entity-salience scoring. Our system SWAT introduces three main novelties: (i) it 
carefully orchestrates state-of-the-art tools, publicly available in IR and NLP literature, to extract several 
new features from the syntactic and the semantic elements of the input document which are suitable for 
establishing the salience of entities;  (ii) it builds a binary classifier based on these features that achieves 
improved micro- and macro-F1 performance; (iii) it is released to the community in order to allow its use as 
a module within other tools. The experimental evaluation of SWAT has been executed over two datasets, 
which are very well known for this problem and have the following features. The annotated version of 
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NewYork Times (NYT), suitable for the document aboutness problem, which was introduced in 2014 and 
consists of annotated news drawn from 20 years of the NYT newspaper for a total of about 110k news and 
1.4 million of annotated entities; and the Wikinews dataset, which was introduced in 2016 and consists of a 
sample of 365 news published by Wikinews from November 2004 to June 2014 and annotated with about 
5000 entities by the Wikinews community. Although the latter dataset is significantly smaller than NYT, it 
has some remarkable features with respect to NYT: the ground-truth generation of the salient entities was 
obtained via human-assigned scores rather than being derived in a rule-based way, and it includes both 
proper nouns (as in NYT) and common nouns (unlike NYT) as salient entities. Our experiments have shown 
that SWAT raises the known state-of-the-art performance of the previously known systems in terms of F1 
up to about 11% (absolute) over Cmu-Google system and up to 5% (absolute) over SEL. These F1-results 
have been complemented with a thorough study of the contribution of each feature (old and new ones) 
and an evaluation of the performance of known systems in dealing with documents where salient entities 
are not necessarily biased to occur at their beginning. In this specific setting, experiments have shown that 
the improvement of SWAT with respect to Cmu-Google over the largest dataset NYT gets up to 14% in 
micro-F1. 

2.1.12 BOILERNET: WEB CONTENT EXTRACTION 
Exploratory: Societal Debates 
Thematic Cluster: WA 
Partners Acronym: LUH 
Dataset Used: CleanEval, GoogleTrends-2017 (self-created) 
 
Evaluation: Web content extraction is an important task for numerous applications, ranging from usability 
aspects, like reader views for news articles in web browsers, to natural language processing or information 
retrieval. Existing approaches are tailored to a specific distribution of web pages, e.g. from a certain time 
frame, but lack in generalization power. We propose a neural model that takes only the HTML tags and 
words that appear in a web page as input. We show that our model matches the state-of-the-art 
performance on the CleanEval dataset. In addition, we create a new, more current dataset to show that our 
model is able to adapt to changes in the structure of web pages and outperform the state-of-the-art model. 
 

2.1.13 BREXIT ANALYZER: VOTE INTENT 
Exploratory: Societal Debates 
Thematic Cluster: TSMM. 
Partners Acronym: USFD 
Dataset Used: Brexit Twitter User Vote Intent 
 
Evaluation: The UK EU membership referendum created a focal point of international interest, and provides 
an opportunity to study dynamics around how belief propagation affects opinion, and how beliefs are 
introduced. Accurate classification of users into  those who supported the UK leaving the EU and those that 
wished the UK to remain in the EU has supported key research objectives. The work has also provided a 
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sound basis for our input to the UK Fake News parliamentary subcommittee.1 We were able to obtain 
accurate lists of “leavers” and “remainers” using an entirely automated approach, described in the next 
section. Classification of users according to referendum vote intent was done on the basis of tweets 
authored by them and identified as being in favour of leaving or remaining in the EU. Such tweets were 
identified based on 59 hashtags indicating allegiance. Hashtags in the final position more reliably summarise 
the tweeter's position, so only these were used. Consider, for example. "is Britain really #strongerin? I don't 
think so! #voteleave". 
 
This approach was evaluated using a set of users that explicitly declared their vote intent in response to 
Brndstr's Twitter campaign offering a topical profile image modification. The formulaic tweet required to 
obtain the image modification enabled a ground truth sample to be easily and accurately gathered. On 
these data, we found our method produced a 94% accuracy even on the basis of a single partisan tweet 
(where three are required, an accuracy of 99% can be obtained, though only 60,000 such users can be 
found, as opposed to 290,000 with at least one partisan tweet). The Brndstr data itself was also used to 
supplement the set, raising the accuracy further, and resulting in a list of 208,113 leave voters and 270,246 
remain voters. Table 1 gives detailed statistics for three conditions; one matching tweet found for that user, 
two found or three found. “Total” is the total number of users found with that number of matching tweets. 
“Brndstr found” is the number of those users found in the Brndstr set, and so able to be evaluated.  
 

 Total Brndstr found Of found, correct Accuracy Cohen's Kappa 

Leavers, 3# 3539 1,142 1,129 0.987 0.972 

Remainers, 3# 26,674 603 594 

Leavers, 2# 49,080 1,368 1,350 0.984 0.966  

Remainers, 2# 50,972 901  882 

Leavers 1# 114,519 1,935 1,801 0.943 0.885 

Remainers, 1# 175,042 1,744  1,667 

Table 1 Brexit Classifier Accuracy 

 

 

                                                             

1 http://www.parliament.uk/business/committees/committees-a-z/commons-select/digital-culture-media-and-sport-
committee/inquiries/parliament-2017/fake-news-17-19/ 
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2.1.14 BREXIT ANALYZER: PARTY ALLEGIANCE 
Exploratory: Societal Debates 
Thematic Cluster: TSMM. 
Partners Acronym: USFD 
Dataset Used: UK General Election Vote Intent 
 
Evaluation: A key piece of information in studying the recent UK general elections, as well as UK politics 
more broadly, is the accurate classification of users according to the political party they support. Hashtags 
were used to identify party supporters, as they were for Brexit vote intent. Negative hashtags weren't used, 
since opposing one party does not necessarily imply a vote intent for one particular other. Furthermore 
hashtags frequently used sarcastically are excluded. For example, Conservative slogan “strong and stable” 
was heavily used sarcastically. As for Brexit vote intent, tweets with such hashtags in the final position were 
used to identify party supporters, with thresholds of three, two and one such tweet being evaluated. 
Additionally, a further method considered party allegiance expressed in the Twitter biography. 
 
A corpus was manually annotated to evaluate the work. On a sample of 51 bios annotated by three 
annotators, a Fleiss' Kappa interannotator agreement of 0.991 was achieved. On a sample of 220 bios that 
were double-annotated, a three-way interannotator agreement of 0.961 was achieved. Thereafter, a single 
annotator was considered sufficient for the remainder of the sample. A total of 909 users were annotated. 
Accuracies of the automatic methods on this corpus are given in table 2. 
 

Party Bios 1#+ 2#+ 3#+ 

Labour Party 0.957 0.977 0.970 0.962 

Conservative Party 0.798 0.923 1 1 

Liberal Democrats 0.915 1 1 1  

Scottish National Party 0.941 1 1 1 

Plaid Cymru No data 1 1 No data 

Green Party 0.978 1 1 1 

UKIP 0.952 0.978 0.957 1 

Sinn Fein 1 No data No data No data 
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Democratic Unionist Party 1  No data No data No data 

Table 2 Party Allegiance Classifier Accuracy 

 

2.1.15 GATE HATE: ABUSE TOWARD UK MPS 
Exploratory: Societal Debates 
Thematic Cluster: TSMM. 
Partners Acronym: USFD 
Dataset Used: Kaggle "Detecting Insults in Social Commentary" 
 
Evaluation: GATE's project detects verbal abuse in social media, and has been used extensively under 
SoBigData Societal Debates to investigate dialogue with political figures. The task is growing in importance, 
so a number of corpora are available and have been considered for evaluating our work. Jigsaw shared a 
corpus for their shared task (https://www.kaggle.com/c/jigsaw-toxic-comment-classification-challenge). 
The corpus is annotated for identity characteristics, such as race and religion, allowing systems to be 
evaluated for presence of bias; that is, finding more false positives if the message recipient is for example 
black. However this corpus has a broader definition of abuse than most would consider practical. A similar 
issue was found with the OffensEval corpus. Precise definitions of abuse don't matter where systems are 
trained and tested on splits of the same corpus to demonstrate technological superiority. When it comes to 
evaluating a system for its success in a real world task however, it matters. 
 
Kaggle's older corpus (https://www.kaggle.com/c/detecting-insults-in-social-commentary/data) has a more 
intuitive understanding of what constitutes abuse, and our system was improved by development against 
the training data. We achieve an accuracy of 0.81 and a precision/recall/F1 of 0.72, 0.47, 0.57 on the test 
data. Recent work by Wiegand et al (2019) offers a guide as to the state of the art for abuse detection 
systems tested across domains, to avoid the problem mentioned above, and finds a median F1 for well-
known systems of 0.62. We prefer our rule-based approach as we avoid unintentional bias by not using 
indiscriminate features, we are able to easily add new words that become relevant, and the system is fast 
and stable on very large data. The approach is described in Gorrell et al (2019). 
 

2.2 SHARED CORPORA 

2.2.1 NERD TWEET CORPUS 
Exploratory: Societal Debates 
Thematic Cluster: TSMM 
Partners Acronym: USFD 
 
Dataset: The dataset comprises a set of 794 tweets annotated with named entities disambiguated against 
DBpedia. 400 of those were tweets from 2013 coming from financial institutions and news outlets, which 
were chosen due to the relatively high frequency of named entities within. They are challenging for entity 
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recognition and disambiguation, since capitalisation is not informative (all words have initial capital), but on 
the other hand, they are quite grammatical. The rest are random tweets collected in 2014, as part of the 
DecarboNet project on analysing online climate change debates. Keywords such as “climate change”, “earth 
hour”, “energy”, and “fracking” were used and the 394 tweets were chosen as a representative sample, 
containing sufficient named entities, without significant repetition. The tweets were annotated manually by 
a team of 10 NLP researchers, using a CrowdFlower interface. Each tweet was tagged by three annotators. 
Annotations for which no clear decision was made were adjudicated by a fourth expert, who had not 
previously seen the tweets. Unanimous inter-annotator agreement occurred for 89 % of entities, which can 
be used as the upper bound on performance attainable by an automatic method on this dataset and task. 
The resulting corpus contains 252 person annotations, 309 location annotations, 347 organization 
annotations and 218 nil annotations. The corpus and its creation are fully described in Gorrell et al (2015) 
and the corpus is available in the SoBigData portal. 

2.2.2 RUMOURS DATASET 
Exploratory: Societal Debates 
Thematic Cluster: TSMM 
Partners Acronym: USFD 
 
Dataset: Automatic rumour verification is drawing research and commercial interest, as misleading rumours 
on the internet are increasingly associated with negative social outcomes. Our rumour verification corpus 
contains tweet threads in which the source tweet originates a rumour that may be true, false or unverified. 
Each thread then contains discussion in which the veracity of the rumour may be discussed. Figure 5 
illustrates the structure of the corpus, using the root topic of the disappearance of Vladimir Putin as an 
illustration. Within that topic, there are several source tweets in which a rumour is originated, which may 
be true, false or unverified. (Examples given in the figure are that he is dead, he has the flu etc. Conceivably, 
the same rumour could be originated in several source tweets.) Below the source tweets is a discussion 
containing a potentially large number of tweets, each of which may support, deny, query or comment on 
the rumour. This discussion has been found helpful in determining veracity. The dataset originated as part 
of the PHEME project, and was extended under SoBigData to include new Twitter rumours (the test data) 
and Reddit rumours (new training and test corpora). The resulting enlarged corpus was the basis of the 
RumourEval 2019 task, discussed below under shared tasks. Full documentation can be found in Gorrell et 
al (2019). It contains a total of 446 rumour-originating tweets (across a smaller number of actual rumours) 
and 8574 responses, split into training and test sets. 
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Figure 5 The structure of the rumours corpus 

As well as forming the basis for two RumourEval shared tasks, the corpus is now the foundation of GATE's 
Twitter Rumour Verifier, which is available at https://tweetveracity.gate.ac.uk, and was presented at 
EMNLP 2019 (Karmakharm et al 2019). 
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3 UNSUPERVISED EVALUATION 

In this section, work in which unsupervised methods were employed is described. Unsupervised methods 
may be evaluated heuristically, in terms of their utility in achieving the goals of the work. 

3.1 USE CASES 

3.1.1 TRIP BUILDER 
Exploratory: City of Citizens 
Thematic Cluster: HMA 
Partners Acronym: SoBigData.it - CNR, HPC 
Dataset Used: Flickr and Wikipedia Tourism Trajectories 
 
Evaluation: TripBuiler is a user-friendly and interactive system for planning a time-budgeted sightseeing 
tour of a city on the basis of the points of interest (PoIs) and the patterns of movements of tourists mined 
from user-contributed data. The knowledge needed to build the recommendation model is entirely 
extracted in an unsupervised way from two popular collaborative platforms: Wikipedia and Flickr.  
 
The effectiveness evaluation of Trip Builder is done like so: (i) selecting a set of trajectories of interest for a 
given user (TRIPCOVER), and (ii) scheduling that set on the user agenda (TRAJSP). This is done by comparing 
its performance with those obtained by competitive baseline by means of evaluation metrics that consider 
the actual behavior of test users as mined from Flickr. The evaluation of the efficiency of the Trip Builder 
framework together covers both TRIPCOVER and TRAJSP solutions.  
The experiments are conducted on the three datasets of Pisa, Florence, and Rome by varying the time 
budget and the parameter affecting the contribution of PoIs/user-similarity and PoI-popularity to user 
profit. Moreover, two different sets of experiments are performed, which differ in the methodology used to 
choosing the test users:  
 

● Random selection. Here the set of users used to assess Trip Builder performance is randomly 
chosen. In particular, we consider for all the three cases a set of 100 test users randomly selected 
among the visitors having a PoI history longer than 10, 15, and 20 PoIs for Pisa, Florence and Rome, 
respectively. The threshold on the length of the PoI history is set in order to be able to vary in a 
significant range the time budgets. This is because it is not feasible to evaluate a personalized 4-
days itinerary in Rome with test users that actually visited only a few popular PoIs during a single 
day of visit. By using the above cutoff values, the users among which the 100 test users were 
chosen are 153, 679, and 930 in Pisa, Florence, and Rome, respectively. 

● Profile-based selection. Here we select the test users among users who actually visited at least two 
of the three cities. In particular, given a user visiting two cities A and B, we used the preference 
vector obtained from the PoIs visited in city A to generate the personalized sightseeing tour in city B 
and vice versa. In this way we avoid any possible bias to the specific categories used in the 
Wikipedia pages of a given city. 

Experiments are conducted by providing to Trip Builder and the baseline algorithms the preference vector 
of each one of the test users in each city, along with a time budget varying in the range 1, 2, and 4 days 
(1/2, 1 day in the case of the small city of Pisa). We evaluate the performance of the three methods by 
means of the metrics defined in the following Figure 6. Moreover, we also employ recall, a well-known IR 
metrics that in our settings measures the ability of the methods to predict PoIs and categories that match 
actual PoI histories of the users in the test set. 
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The proposed solutions outperform the baselines in terms of all the metrics adopted for assessment. The 
solution suggests itineraries that better match user preferences. Moreover, such itineraries present higher 
visiting time and, consequently, lower intra-PoI movement time than the baselines. The tests conducted to 
demonstrate the efficiency of Trip Builder show that it computes a four-day personalized sightseeing tours 
of Rome in about 3 seconds thus confirming that the approach can be fruitfully deployed in online 
applications. 

A more detailed view on the entire evaluation process can see found in Brilhante et al., 2015 [26]. 

 

Figure 6 Metrics for TripBuilder 

 

3.1.2 MAXANDSAM NETWORK RECONSTRUCTION METHOD 
Exploratory: Well-being & Economy 
Thematic Cluster(s): SNA 
Partners Acronym: SoBigData.it - IMT 
Datasets used: e-MID dataset, e-MID interbank transactions 
 
Evaluation: this method aims at reconstructing economic and financial networks, taking as input nodes 
fluxes (e.g. assets and liabilities, exports and imports) as well as the total number of observed links. The 
latter define the probability for any two banks to have a transaction, as well as the expected magnitude of 
the transaction itself. The method has been recently extended to implement the reconstruction of bipartite 
networks too [3,4]. The reconstruction provided by our method has been compared with the performance 
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of other similar algorithms. Remarkably, these “horseraces” have highlighted that our method is “the clear 
winner” among the ensemble algorithms [5,6,55,56]. The measures used for the evaluation of these 
methods are “structural” in nature, i.e. they concern quantities of interest for the reconstruction of the 
network topology/weights (accuracy, Jaccard similarity, Hamming distance, Cosine similarity, Shannon-
Jensen divergence, scatter plots of observed VS expected quantities, empirical CDFs). 
 

3.1.3 DEBTRANK SYSTEMIC RISK ESTIMATION METHOD 
Exploratory: Well-being & Economy 
Thematic Cluster(s): SNA 
Partners Acronym: SoBigData.it - IMT 
Datasets used: e-MID dataset, e-MID interbank transactions 
 
Evaluation: this method aims at providing a measure of distress of financial institutions. DebtRank is an 
iterative method quantifying the impact of subsequent (financial) shockwaves on the entities constituting 
the network under analysis. It complements the usual way of running stress tests - which consider defaulted 
institutions only - by quantifying their “closeness” to default. From a purely structural point of view, it 
implements the “too-connected-to-fail” concept instead of the more popular “too-big-to-fail” [7]. Although 
DebtRank represents just one out of many possible indicators of risk [3,7], it has recently gained increasing 
attention, being employed by the ECB to monitor TARGET2 [8]. It has also been tested in combination with 
the MaxAndSam reconstruction method, being accurately reproduced [3]. 
 

3.1.4 GENERALIZED NETWORK DISMANTLING 
Exploratory: Well-being & Economy 
Thematic Cluster(s): SNA 
Partners Acronym: ETHZ 
Datasets used: Social networks, Airport network 
 
Evaluation: The proper functioning of many sociotechnical systems depends on their level of connectivity. 
By removing or deactivating a specific set of nodes, a network structure can be dismantled into isolated 
subcomponents, thereby disrupting the malfunctioning of a system or containing the spread of 
misinformation or an epidemic. We propose a generalized network-dismantling framework, which can take 
realistic removal costs into account such as the node price, the protection level, or removal energy. We 
discuss applications of cost-efficient dismantling strategies to real-world problems such as containing an 
epidemic or dismantling criminal or corruption networks. 
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Figure 7 Comparison of the dismantling performance for the airport network, where the removal cost is the total 
passenger flow of the airport. (A) Setting the target size to c = 80%, the Min-Sum algorithm implies a cost of closing 

airports with ∼25% of the total passenger flow. In contrast, our GND strategy dismantles the network to c = 80% 
size by a cost of only 6%. In B, red circles visualize the airports in Europe that were closed by the Min-Sum (Upper) 

or the GND (Lower). 

 

3.1.5 MAXIMUM-ENTROPY NETWORK RECONSTRUCTION 
Exploratory: Well-being & Economy 
Thematic Cluster: SNA 
Partners Acronym: SNS 
Dataset Used: FED data 
 
Evaluation: The methodology reconstructs bipartite networks from the knowledge of nodes’ strengths only, 
via maximization of the entropy function. An application to systemic risk analysis is presented in [29]. The 
rationale behind the use of maximum entropy is that it enables the reconstruction of the (bipartite) 
network of portfolio compositions of companies by only knowing (publicly available) node features, namely 
size and leverage of each company and total capitalization of each asset class. In [29] it is shown that the 
systemic risk measures introduced in [30], i.e. aggregated systemicness (the percentage of aggregate equity 
wiped out as a consequence of a negative asset class shock) and systemicness of single banks (the 
contribution of a single bank to the aggregate systemicness), calculated on the reconstructed network is a 
good approximation of the same metric calculated on the real network (of credits and liabilities). Thus, the 
method allows for systemic risk assessment from partial information. 
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3.1.6 NETWORK CONSTRUCTION VIA TAIL GRANGER-CAUSALITY 
Exploratory: Well-being & Economy 
Thematic Cluster: SNA 
Partners Acronym: SNS 
Dataset Used: bond yield, equity log-returns and CDS spreads 
 
Evaluation: Given a set of time series, the methodology builds a network by inferring causality of rare-
events. The adopted method is Granger-causality in tails [32], i.e. it is tested whether an extreme events in 
one time series helps predicting the occurrence of a future extreme event in another time series. This 
method was applied in [31] to construct a bipartite network of systemically important banks and sovereign 
bonds, where the presence of a link between two nodes indicates the existence of a Granger tail causal 
relation. This means that tail events in the equity variation of a bank helps in forecasting a tail event in the 
price variation of a bond, i.e. forecast episodes of systemic risk. An out of sample analysis shows that 
connectedness and centrality network metrics, e.g. the degree of bond nodes, have a significant cross-
sectional forecasting power of bond quality measures. 

3.1.7 DEMON 
Exploratory: Cross-exploratory 
Thematic Cluster(s): SNA 
Partners Acronym: SoBigData.it - CNR, UNIPI, KDD 
Datasets used: IMDB  Network, Amazon Network, Congress Network 
 
Evaluation: DEMON is a bottom-up node-centric community discovery algorithm [9, 10]. We evaluated the 
performances of DEMON by comparing the obtained network clusters to the ones produced by state-of-art 
competitors in terms of: (i) community size and overlap distribution, (ii) interpretability of identified 
clusters, (iii) ability to retrieve external ground truth partitioning. Moreover, partition quality evaluation 
was performed using a BLR classifier and a cohesion index. DEMON was applied to address several 
analytical tasks, among them: support to homophily and service-usage analysis [11, 12], support to link 
prediction in dynamic networks [13, 14], support to network quantification analysis [15], analysis of 
mobility functional areas [16]. In all the analyzed scenarios the partitions extracted using the proposed 
approach lead to the best observed performances w.r.t. the compared competitors. 

3.1.8 TILES 
Exploratory: Cross-exploratory 
Thematic Cluster(s): SNA 
Partners Acronym: SoBigData.it - CNR, UNIPI, KDD 
Datasets used: Amazon Network, Social Network dataset - LiveJournal, Facebook wallpost, WEIBO 
interactions 
 
Evaluation: TILES is a bottom-up node-centric community discovery algorithm designed for time evolving 
networks [17]. We evaluated the performances of TILES by comparing the obtained network clusters to the 
ones produced by state-of-art competitors in terms of: (i) community size and overlap distribution, (ii) 
interpretability of identified clusters, (iii) execution time, (iv) ability to retrieve external ground truth 
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partitioning (in terms of Normalised Mutual Information - NMI - a measure that evaluates the adherence an 
identified partitioning to the expected one).  

  

Figure 8 Dynamic Community Discovery: (left) NMI comparison, (right) TILES execution time. 

Our results, highlighted in Fig. 8, underline that the proposed method is always able to outperform its direct 
competitor (iLCD, the stat of art approach for dynamic community discovery in graph streams) both in 
terms of NMI score as well as in terms of execution time while producing results having comparable quality 
w.r.t. methods designed for static community discovery (DEMON, cFinder)). 

 

Figure 9 TILES Community Stability: (left) trends for community events - Birth, Merge, Split, Death; (right) example 
of trends for node/community stability. 

Moreover, an event based analysis of community life-cycle was performed in order to characterize the 
identified evolving substructures and their temporal-stability (i.e., the degree of stability the node partition 
maintains as the underlying network topology changes). Using data from a chinese Twitter-like platform 
(Sina Weibo, results shown in Fig. 6) we tracked the community events expressed by the evolving topology 
of online interactions among its users. We observed that, tuning TILES parameters, we can identify the 
temporal granularity to use in order to describe community evolution as as stable process reducing the 
impacts of sudden volatile events often related to noisy data. 

3.2 SOFTWARE 

3.2.1 EGONETWORKS 
Exploratory: Cross-exploratory 
Thematic Cluster: SNA 
Partners Acronym: CNR 
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Datasets used: Facebook EuroSys 2009, Facebook - New Orleans regional network 
 
Evaluation: This python package contains classes and functions for the structural analysis of ego networks. 
An ego network is a simple model that represents a social network from the point of view of an individual. 
This model considers only the social relationships that a focal node in the network (termed ego) maintains 
with other nodes (termed alters). Note that the model supported by this package does not consider 
relationships between alters (a.k.a. mutual friendship relationships), but only the star topology of alters 
connected to the ego. This ego network model is known as “Dunbar’s ego network”. See [33] and [34] for 
additional information about ego networks and ego network analysis. The package offers several methods 
for the static and dynamic analysis of ego networks. For example, the package provides a function to obtain 
the “social circles” of the ego network, which are discrete groups of alters at similar level of tie strength 
with the ego. In addition, there are functions to analyse the dynamic evolution of ego networks and to 
calculate their stability over time. These functions are useful, for example, for the analysis of human 
behaviour in different social environments as well as to identify particularly active, dynamic or sociable 
people from their communication traces. The package offers specialised classes for building and studying 
ego networks from Twitter data and from coauthorship or collaboration networks (i.e. networks where the 
ego is an author and the alters are people with whom he or she co-authored publications). As far as the 
evaluation of this method is concerned, to the best of our knowledge, this is the only publicly available 
package that handles the computation of Dunbar’s ego networks features, such as active network size, 
optimal number of circles, and circles size (see figures below for an example). 
 
The package has been used in the following recent publications: [50-53]. 
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4 SIMULATION AND SYNTHETIC DATA 

In this section, work is described in which it has been found appropriate to evaluate method output against 
synthetic data, or using simulation, in addition to work that supports this. 

4.1 USE CASES 

4.1.1 CARPOOLING - CARPOOLING NETWORK ANALYSIS 
Exploratory: City of Citizens 
Thematic Cluster: HMA, SNA 
Partners Acronym: SoBigData.it - CNR, KDD 
Dataset Used: GPS Tracks - Tuscany 
 
Evaluation: Potential carpooling networks are constructed using mobility data from travelers in a given 
territory. Nodes correspond to the users and links to the possible shared trips. The structural and 
topological properties of this network, such as network communities and node ranking, are analyzed to the 
purpose of highlighting the subpopulations with higher chances to create a carpooling community, and the 
propensity of users to be either drivers or passengers in a shared car. This study is anchored to reality 
thanks to the large mobility dataset provided by Octo Telematics, consisting of the complete one-month-
long GPS trajectories. We analyze the aggregated outcome of carpooling by means of empirical simulations, 
showing how an assignment policy exploiting the network analytic concepts of communities and node 
rankings minimizes the number of single occupancy vehicles observed after carpooling. For the evaluation 
we considered only the trajectories formed by at least three points, longer than one kilometer and with a 
duration longer than one minute. We separated working days and non-working days and we filtered out 
weekend trajectories. In order to consider also the heterogeneity of the territory we split it into provinces, 
each containing all the trajectories that pass through it. In particular, we analyzed the results obtained for 
the Pisa and Florence provinces. The performances show a percentage of single occupancy vehicles as low 
as 4.63%, which is less than half of what any random assignment can reach. Moreover, as overall result, 
about 77% of the trips could be saved on the dataset analyzed, and the estimates of saved kms, time, fuel, 
money and CO2 emissions are significant [2]. 

4.1.2 SOCCER TEAMS RANKING SIMULATOR 
Exploratory: Sports Data Science 
Thematic Cluster(s): HMA 
Partners Acronym: SoBigData.it - Unipi 
Datasets used: Soccer Team Performance 
 
Evaluation: This simulator produces a ranking of soccer teams in a league, on the basis of their technical 
performances during a season. In particular, for each game in a season the simulator generates a synthetic 
outcome only relying on technical data, i.e., excluding the goals scored, exploiting an outcome predictor 
trained on data from past seasons. We validated the simulator by using more than 6,000 games and 10 
million events in six European leagues. The simulation produces a team synthetic ranking which is similar to 
the actual ranking, suggesting that a complex systems’ view on soccer has the potential of revealing hidden 
patterns regarding the relation between performance and success [23]. 
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4.2 METHODS/SOFTWARE 

4.2.1 DITRAS: DIARY-BASED TRAJECTORY GENERATOR 
Exploratory: City of Citizens 
Thematic Cluster: HMA 
Partners Acronym: SoBigData.it - CNR, KDD 
Dataset Used: GPS Tracks - Tuscany 
 
Evaluation: The generation of realistic spatio-temporal trajectories of human mobility is of fundamental 
importance in a wide range of applications, such as the development of protocols for mobile ad-hoc 
networks or what-if analysis in urban ecosystems. Current generative algorithms fail in accurately 
reproducing the individuals’ recurrent schedules and at the same time in accounting for the possibility that 
individuals may break the routine during periods of variable duration. Ditras (DIary-based TRAjectory 
Simulator) is a framework for simulating the spatio-temporal patterns of human mobility which operates in 
two steps: the generation of a mobility diary, and the translation of the mobility diary into a mobility 
trajectory. We compared the patterns generated by Ditras against real data and synthetic data produced by 
other generative algorithms. The experimental results show that the proposed algorithm reproduces the 
statistical properties of real trajectories in the most accurate way, making a step forward in understanding 
the origin of the spatio-temporal patterns of human mobility [22]. 

4.2.2 NDLIB/NDLIB-REST 
Exploratory: Cross-exploratory 
Thematic Cluster(s): SNA 
Partners Acronym: SoBigData.it - CNR, UNIPI, KDD 
Datasets used (Same name in catalogue):  Synthetic graph generators 
 
Evaluation: NDlib is a python library that allows to easily describe network diffusion simulations [17, 18]. 
NDlib allows one to evaluate and compare different algorithmic models employing standard trend 
visualisation plots. So far, it was used to introduce novel models [20] as well as to compare existing ones in 
heterogeneous network settings [21]. To evaluate the library we compared it to various similar libraries in 
the literature. Qualitatively, we looked at the various features, and showed that our library implements a 
more complete set compared to the others. Quantitatively, we compared running times and scalability on 
the SIR model, and showed that our framework is one order of magnitude faster for various network sizes. 
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5 SHARED TASKS AND EVALUATION FRAMEWORKS 

In this section we focus particularly on shared tasks and frameworks, as a way of improving evaluation by 
making it possible to compare methods more accurately. 

5.1 PARTICIPATION 

5.1.1 TAGME AND WAT: ENTITY DISCOVERY IN TEXTS 
Exploratory: Societal Debates 
Thematic Cluster: TSMM. 
Partners Acronym: SoBigData.it – UNIPI 
Dataset Used: GERBIL (http://aksw.org/Projects/GERBIL.html ) 
 
Evaluation: Since 2010 the Acube Lab of UNIPI is studying, designing and implementing Semantic Text 
Annotators, a.k.a. Entity Linkers. These algorithms are able to detect and annotate sequences of terms with 
unambiguous and pertinent entities drawn from a catalog (typically, Wikipedia). The result of this effort has 
been the design of two entity linkers: TagMe [Ferragina-Scaiella, IEEE Software 2012] and WAT [42]. Both 
algorithms have been refined and engineered in the last six years thus constituting nowadays the best 
known publicly available annotators in terms of efficiency and efficacy [40]. These tools have been 
successfully used by their authors in several applications: such as news clustering [ACM WSDM '12] and 
classification [ECIR '12], analysis of hashtags in tweets [ICWSM '15], and entity salience and relatedness 
[37,38]. TagMe and WAT are in the SoBigData platform as VREs, for which a detailed documentation is 
provided. Our entity linkers have been experimentally evaluated and compared against many others by 
using the GERBIL dataset and its associated evaluation framework [40] (see also 
http://aksw.org/Projects/GERBIL.html ). The rationale behind this framework is to provide developers, end 
users and researchers with easy-to-use interfaces that allow for the agile, fine-grained and uniform 
evaluation of annotation tools on multiple datasets. With the permanent experiment URIs provided by this 
framework, GERBIL also ensures the reproducibility and archiving of evaluation results, and generates data 
in machine-processable format thus allowing for the efficient querying and post-processing of evaluation 
results. Experimental results on the GERBIL platform and dataset have shown that WAT achieves state-of-
the-art results on well written texts in terms of F1-measure by approaching other two effective systems, 
such as PBoH (ETH, 2016) and DoSeR (Passau, 2016), but its annotation speed is about 35 times faster than 
those ones, thus making WAT useful in large scale applications. TagME is still an interesting entity linker on 
poorly written texts by achieving more than 70% F1-performance at a very high speed of annotation. Given 
these properties our two entity annotators got on the SoBigData platform more than 600 millions queries 
to date. 

5.1.2 HYPERPARTISAN NEWS 
Exploratory: Societal Debates 
Thematic Cluster: TSMM 
Partners Acronym: USFD 
Dataset Used: Google Hyperpartisan News dataset 
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Evaluation: In 2019, Google organised a shared task under the auspices of SemEval, in which they shared a 
large corpus of news articles annotated for reliability of the source, and a smaller set of articles individually 
manually annotated for whether the article is highly partisan. The problem of the increasing proliferation of 
partisan news has been an ongoing focus for our work under SoBigData Societal Debates, so the task was 
considered highly relevant. Our system uses sentence representations from averaged word embeddings 
generated from the pre-trained ELMo model with Convolutional Neural Networks and Batch Normalization 
for predicting hyperpartisan news. The final predictions were generated from the averaged predictions of 
an ensemble of models. With this architecture, our system ranked in first place, based on accuracy, the 
official scoring metric. The work is described in Jiang et al, 2019 [49]. 

5.1.3 SMAPH: ENTITY DISCOVERY IN QUERIES 
Exploratory: Cross-exploratory 
Thematic Cluster: TSMM 
Partners Acronym: SoBigData.it – UNIPI 
Dataset Used: GERDAQ 
 
Evaluation: SMAPH is a software system that realizes the linking of open-domain web-search queries 
towards entities drawn from Wikipedia [39,41]. It is a second-order approach that, by piggybacking on a 
web search engine (either Bing or Google, in the following experiments), alleviates the noise and 
irregularities that characterize the language of queries and puts queries in a larger context in which it is 
easier to make sense of them. The key algorithmic idea underlying SMAPH is to first discover a candidate 
set of entities and then link-back those entities to their mentions occurring in the input query. This allows 
us to confine the possible concepts pertinent to the query to only the ones really mentioned in it. The link-
back is implemented via a collective disambiguation step based upon a supervised ranking model that 
makes one joint prediction for the annotation of the complete query optimizing directly the F1 measure. 
We have demonstrated, via a systematic and throughout set of experiments, that SMAPH achieves state-of-
the-art performance on the ERD@SIGIR2014 benchmark and on the GERDAQ dataset, the latter has been 
constructed by us and includes 1000 well-curated queries that have been labeled via a two-phase 
crowdsourcing process. The experimental results showed that: (i) in the detection of Named Entities, 
SMAPH is 12% better in macro-F1 than WAT, which is in turn better than other known entity linkers (such as 
AIDA); (ii) in the detection of generic entities, SMAPH is again the best annotator in terms of macro-F1, 
achieving an absolute improvement of 12.7% (when Bing is used as piggy-back search engine) and 16.3% 
(using Google) over WAT; (iii) in the detection of entities and their mentions in queries, again, off-the-shelf 
entity linkers (such as AIDA and WAT) are worse than SMAPH of about 11%–17% in macro-F1 (using both 
Google and Bing). As far as other entity-linkers in queries are concerned, since they are not available to the 
public, the only experimental comparison available is the one performed at the ERD 2014 Short Track 
Challenge (ACM SIGIR 2014) in which SMAPH was the top-1 and won the competition. 
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5.2 COMPETITIONS ORGANIZED 

5.2.1 RUMOUREVAL 
Exploratory: Societal Debates 
Thematic Cluster: TSMM 
Partners Acronym: USFD 
 
Competition: Originally trading under the name SensEval, and focusing on word sense disambiguation, 
SemEval has expanded its remit to a range of semantic analysis tasks, and has run 11 times in the last 20 
years, increasing from an original three-yearly cycle to running every year for the last six (though with the 
understanding that not every task will run every time). Usually, there are in excess of ten tasks each time, 
and there have been as many as 18, each attracting several or more participating teams. The workshops are 
co-located with major conferences, and publish formal proceedings, making them an attractive opportunity 
to showcase work. Including our evaluations under the SemEval umbrella is therefore an excellent 
opportunity to maximize impact. RumourEval is a shared task that ran in SemEval 2017 under the auspices 
of the PHEME project. We continued the series for SoBigData in 2019. 

 

Figure 10 CodaLab Competition Screenshot 

Figure 10 shows the CodaLab Competition page for the previous RumourEval task (described further 
below). The interface makes it easy to participate and view results. In figure 11, results against time are 
plotted automatically by CodaLab. 
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Figure 11 CodaLab Results Screenshot 
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6 CONCLUSIONS 

Use cases, methods and other forms of contribution to evaluation have been explored here under four 
headings: supervised, unsupervised, simulation/synthetic and shared tasks/frameworks. 

Under supervised evaluation, many partners have explored evaluation in the context of evaluating their 
research. MyWay aims to predict future data from past data, so the dataset was naturally leveraged to 
enable this. The Sociometer made use of official statistics. Epidemic Sentiment Analysis showed ingenuity in 
finding ways to evaluate the subjective matter of synonym quality. SWAT and GATE Hate operate in the 
area of established tasks, for which evaluation data already exists. The Brexit Analyzer leveraged available 
data in an ingenious way. A corpus was created to evaluate Party Allegiance. New corpora have also been 
shared by partners; a rumour verification corpus and a named entity recognition and disambiguation 
corpus. 

Work requiring unsupervised evaluation mainly focused on networks. Trip Builder evaluates solutions found 
using heuristic metrics related to the utility of the solution in the real world. The MaxAndSam and DEMON 
methods are evaluated through practical comparison with other approaches. Whilst some supervised 
evaluation is possible, both DEMON and TILES make use of heuristic evaluation. An example of this is 
execution time. DebtRank shows practical utility in that it has been taken up by users. Egonetworks shares a 
library of software for network analysis. 

In the area of simulation and synthetic data, several partners have demonstrated explorations through their 
use cases. Carpooling recommendations are evaluated through simulated utility. Simulation of soccer 
teams' ranking and comparing this to real world data provides a way of evaluating the model. Ditras models 
human mobility for downstream purposes; the work is evaluated against real world data. NDLib provides 
network simulation software for use in other projects. 

Several partners have participated in shared tasks. TagMe and WAT have been evaluated within the GERBIL 
named entity linking framework. USFD participated in Google's hyperpartisan news detection shared task in 
SemEval 2019, coming in first place. SMAPH won the ERD 2014 short track challenge. USFD took a lead role 
in organising RumourEval 2019, a shared task forming part of SemEval, in which a record number of teams 
gathered around the goal of verifying rumours in social media data. 

Evaluation is a crucial part of promoting repeatable and open science. Other core aspects of the SoBigData 
mission were also touched on in the context of evaluation. Within the context of the Sociometer and 
MyWay, user privacy was evaluated. The GATE Hate work discusses the bias of evaluation data. In the 
Bitcoin work, the interpretability of models was considered, an issue that increasingly has ethical 
implications. 
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