
Issue 7 / Winter 2021/2022 SOBIGDATA RESEARCH INFRASTRUCTURE

Social Mining & Big Data Ecosystem

RESEARCH INFRASTRUCTURERESEARCH INFRASTRUCTURE

Inside this issue

  Copyright 2018 SoBigData++ | project n° 871042 | Programme: H2020 | INFRAIA   www.sobigdata.eu

Editorial
Trust with reference to the blooming digitalization is be-
coming a buzzword. 
It is naturally related to concepts such as transparency, 
accountability, and explainability.

Many policy documents, at least at the European Union 
level, leverage on the notion as a flagship one for em-
bedding values in developing technologies related to the 
digitalization of economies and societies.

After all, to develop and maintain trust information 
need to be transparent and understandable to their ad-
dressees. Their end users will need to be able to decide 
upon that information, relying on the various players and 
on their responsibility. There is no Trust without account-
ability; there is no accountability without transparency.
In the digital economy many technological and regulato-
ry layers overlap and interact creating a complex puzzle 
of connected digital ecosystems.

In the face of rapidly evolving technologies, regulation 
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Trust with reference to the blooming 
digitalization is becoming a buzz-
word
Giovanni Comandé, LiderLab, Scuola Superiore Sant’Anna, Pisa

“The more powerful and disruptive the technologies are, the 
more the respect for the core values and principles of ethics 
need to be at their heart. ”

Giovanni Comandé, LiderLab Scuola Superiore Sant’Anna 

and ethical constraints have often 
been accused of being an obstacle 
to innovation. On the contrary, the 
axiological dimension developed 
by the EU in recent years has made 
such ethical dimension faithful to its 
founding values its flag and compass. 
It has connected ethics, law and tech-
nology. A clear 
example is re-
flected in the 
Guidelines for 
trustworthy Ai 
developed by 
the EU Com-
mission’s High 
Level Group.
Sometimes, the ethical dimension has 
begun to be reflected operationally 
in regulatory prescriptions. It is cer-
tainly the case of GDPR where the 
axiological dimension, based on the 
protection of fundamental rights has 
been translated operationally in the 
implementation of the principles of 
accountability and of transparency in 
its basic rules.

Since its inception (art. 1.1) the GDPR 
clarifies that it “lays down rules relat-
ing to the protection of natural per-
sons with regard to the processing of 
personal data and rules relating to the 
free movement of personal data” (em-
phasis added). Protecting fundamen-
tal rights is conceived structurally as 
not antithetic to the free movement 
of personal data. This is a key point 
since it sets the need for a continuous 
balancing between the mandatory re-

spect for fundamental rights and the 
need to circulate personal data. After 
all, the richness of data lies ”in its use 
and re-use”. 
The overarching idea stressed in this 
first white paper of the High Level 
Advisory Board of SoBigData++ is 
that the goal to make data «As close 

as necessary, as open as possible» 
needs to be enabled by a clear frame-
work respecting EU values and legal 
constraints. 

The legal and ethical framework, as 
we start to demonstrate in this paper, 
is not a roadblock to innovation. To 
the contrary it enables it in a sustain-
able way. This is also the reason for 
which the emerging legal and ethical 
framework for leveraging the data so-
ciety and for developing and deploy-
ing related AI systems is constantly 
referring -expressly or implicitly- to 
the 17 UN Sustainable Development 
Goals. Societies and mankind in gen-
eral cannot afford anymore to over-
look sustainability of technological 
developments on all grounds. 

The more powerful and disruptive 
the technologies are, the more the 

respect for the core values and prin-
ciples of ethics need to be at their 
heart. 

The paper, as SoBigData++, naturally 
refers to innovations in the data do-
main. We claim that a really success-
ful data science, capable to expand 

the accessibil-
ity of data for 
research and 
innovation is 
both bound 
and enabled 
by a clear le-
gal and ethical 
f r a m e w o r k . 

Our examples of methods for facili-
tating data sharing, privacy-preserv-
ing technologies, decentralization, 
data altruism and their connection 
with existing and forthcoming regula-
tions (e.g. the interplay between the 
Data Governance Act and the GDPR), 
illustrate how this fundamental un-
derstanding of the role of regulation 
as an enabler of research, innovation 
and data sharing reaches well beyond 
the EU borders and can set a bench-
mark for all industrial societies.
We will move further in this process 
of advocating the power of compli-
ance for promoting innovation. More 
to come!
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News

TransNational Access: a program 
of Short-Term Scientific Missions 
to carry forward your own big data 
project 
We welcome applications from individuals with a scientific interest, professionals, startups 
and innovators that may benefit from training in data science and social media analytics.

The SoBigData++ RI manages vertical, thematic environments, called exploratories, on top of the SoBigData infrastruc-
tures, for performing cross-disciplinary social mining research. The Transnational Activities offered in this call will be for 
Short-Term Scientific Missions (STSM), between 3 weeks and 2 months.
 
Under this call, there will be two kinds of proposals funded: STSM research proposals and STSM tool/data integration 
proposals.

Funding is available up to 5000 euros per participant (to cover the cost of daily subsistence, accommodation, and econ-
omy flights/train).

STSM bursaries are awarded on a competitive basis, according to the procedure described in the application pack and 
eligibility criteria below, and based upon the quality of the applicant, the scientific merit of the proposed project, and their 
personal statement. 

Applications from female scientists are particularly encouraged. 

Visitors are welcome subject to the host country’s and host institution’s Covid-19 regulations. We will consider offering 
up to a 6 month postponement of an accepted application if travel restrictions are imposed due to Covid-19.

APPLY NOW!
Visit our website

http://www.sobigdata.eu/content/call-2021-22-sobigdata-transnational-access
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Pre-requisites for projects to carry out hosted research:
- Good understanding of social data and, ideally, track record of prior social data analysis projects;
- Experience with using at least one of machine learning, natural language processing, and/or complex networks algo-
rithms.
Pre-requisites for projects to integrate new tools/datasets/services:
- An already existing open-source tool for social media mining to be integrated or  an already created openly licensed 
dataset of relevance to SoBigData++, that can be integrated within the infrastructure.

The goal is to provide researchers and professionals with access to big data computing platforms, big social data re-
sources, and cutting-edge computational methods.

STSM visitors will be able to:
- Interact with the local experts
- Discuss research questions
- Run experiments on non-public big social datasets and algorithms
- Present results at workshops/seminars
 
The STSM visits will enable multi-disciplinary social mining experiments with the SoBigData++ Research Infrastruc-
ture assets: big data sets, analytical tools, services and skills.

Photo_credit_JoshuaWoroniecki - Pixabay
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SoBigData++ and ACCORDION:
extending Research Infrastructures 
at the Edge

Patrizio Dazzi, ISTI CNR / patrizio.dazzi@isti.cnr.it

An infrastructure offers means to define complex analytical processes and workflows,  
bridging the gap between experts and analytical technology.

Research infrastructures play a cru-
cial role in the development of data 
science. In fact, the conjunction of 
data, infrastructures and analytical 
methods enable multidisciplinary 
scientists and innovators to extract 
knowledge and to make the knowl-
edge and experiments reusable by 
the scientific community, providing 
an impact on science and society. 

An infrastructure offers means to 
define complex analytical process-
es and workflows, thus bridging the 
gap between experts and analytical 
technology. Experiments in turn gen-
erate new relevant data, methods, 
and workflows that can be integrated 
into the platform by scientists, con-
tributing to the expansion of the RI 
itself. As a matter of fact, the avail-
ability of data creates opportunities 
but also new risks. The use of data 
science techniques could expose 
sensitive traits of individual persons 
and invade their privacy.

On the other hand, Edge comput-
ing is a novel computing paradigm 
that is spreading and developing at 
an incredible pace. Edge comput-
ing is based on the assumption that 
for certain applications is beneficial 
to bring the computation, and keep 
data, as closer as possible to data or 
end-users. 

H2020 ACCORDION project es-
tablishes an opportunistic approach 
in bringing together edge resource/
infrastructures (public clouds, 
on-premise infrastructures, telco 
resources, end-devices) in pools de-
fined in terms of latency, that can 
support NextGen application re-
quirements.

ACCORDION intelligently orches-
trates applications on the compute 
& network continuum formed be-
tween edge and public clouds, using 
the latter as a capacitor. Deployment 

decisions will be taken also based on 
privacy, security, cost, time, and re-
source type criteria. 

ACCORDION and SoBigData++ 
are discussing on a collaboration 
for supporting the extension of Re-
search Infrastructures at the Edge. 
More specifically, the plan is on the 
exploitation and adaptation of the 
ACCORDION application model to 
support SoBigData++ workflows. A 
preliminary investigation, presented 
at the ACM FRAME Workshop 2021, 
has been published recently [1].

[1] Valerio Grossi, Roberto Trasarti, and Pa-
trizio Dazzi. 2020. Data Science Workflows 
for the Cloud/Edge Computing Continu-
um. In Proceedings of the 1st Workshop 
on Flexible Resource and Application Man-
agement on the Edge (FRAME ‘21). As-
sociation for Computing Machinery, New 
York, NY, USA, 41–44. DOI:https://doi.
org/10.1145/3452369.3463820

News

For more information, visit: https://www.accordion-project.eu/
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TU Delft and WHO workshop on De-
sign for Values in healthcare

Giorgia Pozzi, Delft University of Technology | g.pozzi@tudelft.nl

Juan M. Durán, Delft University of Technology | j.m.duran@tudelft.nl 

Jeroen van den Hoven, Delft University of Technology | j.m.vandenhoven@tudelft.nl 

On November 12th 2021 the Delft University of Technology in collaboration with the World 
Health Organization hosted a workshop entitled “Ethics and Governance of Artificial Intel-
ligence (AI) for Health: The Importance of Design for Values.” This collaboration aimed at 
pointing out the importance of designing values into artificial intelligence systems used in 
healthcare.

News

The development of artificial intel-
ligence-based technologies to be 
introduced in the field of medicine 
and healthcare is increasing rapidly 
and holds great potential for the im-
provement of healthcare delivery and 
patient care. Along with the increas-
ing use of AI systems in the context 
of medicine and healthcare, academ-
ic and public 
d i s c u s s i o n s 
regarding the 
ethical require-
ments that 
these systems 
must fulfill 
have come to 
the fore. Par-
ticularly im-
portant is the 
question of 
how to make 
ethical princi-
ples and hu-
man values 
to bear upon 
these tech-
nologies ef-
fectively or 
how to make 
them part of 
their design. 
In fact, if we 
want these systems to successfully 
become part of daily medical practice, 
we cannot compromise on the ethical 
and scientific standards they need to 
uphold. 
 
The methodology of Design for Val-

ues, that has been developed and 
promoted by the TU Delft research 
community over the last decade can 
offer fruitful perspectives on how to 
(i) arrive at responsible innovations 
and (ii) guarantee the ethical use of 
AI technologies in the field of health-
care. This should happen through ap-
propriate conceptual engineering of 

relevant value, concepts followed by 
requirements engineering, and even-
tually engineering design that build 
upon these.

There are for example many different 
conceptions of fairness that are used, 

implied or tacitly assumed when dis-
cussing ‘algorithmic fairness’. Which 
one do we choose, when and where? 
And why? These questions need to be 
answered before computer scientists 
and medical informatics experts can 
develop AI applications.

Similar questions can be raised re-
garding   ex-
p l a i n a b i l i -
ty, privacy, 
responsibility, 
accountability, 
sustainability 
and many more 
value con-
cepts. Indeed, 
this concep-
tual analysis 
or conceptual 
engineering is 
needed in or-
der to success-
fully introduce 
these systems 
into healthcare 
practices. 

Against this 
b a c k g ro u n d , 
the main goal 
of the work-

shop was to explore the potential 
and possible challenges of Design 
for Values approach in the context of 
medical AI. As such the workshop was 
one of the next steps of the WHO to 
turn Ethics Guidance into an action-
able framework for global health care 

Photo_Credit_ Mathis_Jrdl_Unsplash



8
SOBIGDATA MAGAZINE - www.sobigdata.eu

practitioners and clinical AI research-
ers and developers. 
 
During the workshop, talks given by 
experts in the field were followed by 
fruitful exchanges with the audience 
and panel members:
 
Prof. Jeroen van den Hoven kick-
started the event with a presentation 
of the Delft approach on Design for 
Values and its significance, especial-
ly in high-stakes fields such as med-
icine and healthcare. In particular, he 
stressed the concrete role played by 
philosophical work and theoretical 
conceptualization in formulating clear 
requirements that these technologies 
should be endowed with. Moreover, 
he emphasized how conceptual clar-
ity can be of particular importance 
for the daily work of engineers and 
computer scientists developing these 
systems to render these technologies 
ethically and socially acceptable.
 
Prof. Ibo van de Poel (TU Delft) ad-
dressed the question of how to trans-
late values into design requirements, 
specifying the ways in which we can 
make sure that a particular value, that 
we deem important to be implement-

ed into a technology, is indeed met by 
the ways in which the system is op-
erated. That is to say, he addressed 
the important issue of how to make 
sure that an intended value is indeed 
the realized value when the technol-
ogy, in our case medical AI systems, 
becomes part of a sociotechnical sys-
tem. 
 
Christian Quintero from the Univer-
sidad Militar Nueva Granada (Colom-
bia) expanded on which approaches 
can be taken if we want to operation-
alize human values into technological 
systems. 
 
At the center of the panel discus-
sion were issues revolving around the 
question of how to render AI tech-
nologies inclusive and participatory. 
An especially salient question was 
also how to promote a participato-
ry approach in middle- and low-in-
come countries that have mostly a 
more constrained access to where 
the design of these systems are put 
forward.To foster the responsible de-
velopment of AI in the health sector, 
the WHO issued a guidance for eth-
ics and governance of artificial intel-
ligence for health earlier this year [1].

Prof. Jennifer Gibson from the Uni-
versity of Toronto reported the main 
findings ensuing from the WHO eth-
ical guidelines of AI systems in the 
healthcare domain. The aim of the 
WHO report is to clarify rules and 
principles that are considered to be 
particularly important for the ethical 
development and use of these sys-
tems that should effectively support 
the working physicians, healthcare 
personnel and patients, as well as 
other stakeholders involved in and 
affected by automated decision-mak-
ing. Partnering up with the WHO in 
the organization of this workshop 
represents a first step to open a di-
alogue in a multi-disciplinary fashion 
and to promote an ethically aware 
co-design of AI technologies that can 
benefit the healthcare sector.
 
Links
[1] World Health Organization. (2021). Ethics 
and governance of artificial intelligence for 
health: WHO guidance (https://www.who.int/
publications/i/item/9789240029200)

News

Photo credit: National Cancer Institute \ Unsplash
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SoBigData Events

The editorial Board

With the international travel situa-
tion continuing to be highly unpre-
dictable and many countries still ex-
periencing restrictions in some form 
or another, the SoBigData++ project 
has continued to plan, host and par-
ticipate to events in a virtual format. 
There has been a variety of events in 
the past 6 months of 2021 – some of 
the highlights are detailed below.

AI & SOCIETY ROUNDTABLE 
This roundtable took place on 30 
June 2021. The roundtable was de-
signed as a collective intelligence ex-
ercise towards shaping the research 
questions of Social AI, driven by so-
cietal challenges. It was implemented 
through a structured conversation 
among inter-disciplinary scientists, 
looking at the relationship between 
AI and society from multiple perspec-
tives. [L1].

5TH SOBIGDATA++ AWARENESS PANEL: 
Legal Materials as Big Data: (algo)
Rithmsto Support Legal Interpreta-
tion. A Dialogue with Data Scientists 
[L2]

AUTOMATED METHODS OF URBAN 
GREEN ANALYSIS
A webinar aimed at providing a pre-
liminary definition of the state-of-
the-art upon automatic methods for 
systematized urban green data col-
lection [L3]. The talk focused on the 
methods and tools that are current-
ly available for the analysis of urban 
green, considering their degree of 
accuracy (e.g. location, size, abo-
veground volume, canopy cover, leaf 
area, species identity) in relation to 
the development of the urban green 
infrastructures. 
 The speaker was Giorgio Vacchiano, 
Researcher and Associate Professor 
of Forest Management and Planning 
at the Department of Agricultural and 
Environmental Sciences - Production, 
Landscape, Agroenergy (DISAA) of 

the University of Milan. 

SOBIGDATA @ DSAA: A RESEARCH IN-
FRASTRUCTURE TO EMPOWER DATA SCI-
ENCE ANALYSIS
This tutorial [L4] was part of DSAA 
2021. The objectives of the tutorial 
was to show how SoBigData RI can 
support data scientists in doing cut-
ting edge science and experiments.
The IEEE International Conference on 
Data Science and Advanced Analytics 
(DSAA) features its strong interdis-
ciplinary synergy between statistics 
(sponsored by ASA), computing, and 
information/intelligence sciences (by 
IEEE and ACM), and cross-domain 
interactions between academia and 
business/industry for data science 
and analytics. DSAA sets up a high 
standard for its organizing commit-
tees, keynote speeches, submissions 
to the main and special session tracks, 
and a competitive rate for paper ac-
ceptance.

SOBIGDATA R.I. AT SCIDATACON 2021
The format of this session at Sci-
DataCon2021 was a mix of research 
and practice presentations where the 
SoBigData++ project was presented 
in all its parts. [L5]
SciDataCon is the international con-
ference for scrutiny and discussion of 
the frontier issues of data in research.  
The scope of SciDataCon covers pol-
icy matters and the place of data in 
the scientific endeavour and scholarly 
communications; the opportunities of 
the data revolution for the global re-
search enterprise; innovations in data 
science and data stewardship; and the 
challenge of developing a sustainable 
data ecosystem, including the role of 
education and capacity building.

SOBIGDATA AT HUMANE-AI-NET
The format of this session workshop 
was a mix of research and practice 
presentations where the SoBigDa-
ta++ project was presented in all its 

parts.

MOBIDATALAB WEBINAR
[6]Data sharing in the transport and 
mobility industries has begun to 
rise in recent years as stakeholders 
such as transport authorities, oper-
ators and other mobility actors try 
to address key issues and challeng-
es through collaboration. Fostering 
such a culture is, thus, instrumental 
to have a more sustainable and inter-
connected Europe, based on quality, 
accessible and usable mobility data.

Links
[L1] http://www.sobigdata.eu/events/ai-soci-
ety-roundtable

[L2] https://tinyurl.com/4rxjm9w7

[L3] https://tinyurl.com/398efcca

[L4] http://www.sobigdata.eu/events/sobig-
dataeu-research-infrastructure-empower-da-
ta-science-analysis

[L5] http://www.sobigdata.eu/events/sobigda-
ta-ri-scidatacon-2021
[L6]http://www.sobigdata.eu/events/webi-
nar-mobidatalab

Events Highlights

From large conferences to smaller webinars, multiple events have continued to take place 
in a hybrid mode this year. 
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PSD 2022: Privacy in Statistical Da-
tabases 2022

Paris, France, September 21-23, 2022 
http://unescoprivacychair.urv.cat/psd2022

Submission deadline: *MAY 15, 2022*

Privacy in statistical databases is 
about finding tradeoffs to the ten-
sion between the increasing societal 
and economical demand for accurate 
information and the legal and ethi-
cal obligation to protect the privacy 
of individuals and enterprise which 
are the respondents providing the 
statistical data. In the case of statis-
tical databases, the motivation for 
respondent privacy is one of surviv-
al: data collectors cannot expect to 
collect accurate information from 
individual or corporate respondents 
unless these feel the privacy of their 
responses is guaranteed.

Beyond respondent privacy, there 
are two additional privacy dimensions 
to be considered: privacy for the data 
owners (organizations owning or 
gathering the data, who would not 
like to share the data they have col-
lected at great expense) and privacy 
for the users (those who submit que-
ries to the database and would like 

their analyses to stay private).

“Privacy in Statistical Databases 
2022” (PSD 2022) is a conference or-
ganized by the CRISES research group 
at Universitat Rovira i Virgili with pro-
ceedings published by Springer-Ver-
lag in Lecture Notes in Computer 
Science. The purpose of PSD 2022 is 
to attract world-wide, high-level re-
search in statistical database privacy.

PSD2020 is a successor to PSD 2020 
(Tarragona, Sep. 23-25, 2020), PSD 
2018 (València, Sep. 26-28, 2018), 
PSD 2016 (Dubrovnik, Sep. 14-16, 
2016), PSD 2014 (Eivissa, Sep. 17-
19, 2014), PSD 2012 (Palermo, Sep. 
26-28, 2012), PSD 2010 (Corfu, Sep. 
22-24, 2010), PSD 2008 (Istanbul, 
Sep. 24-26, 2008), PSD 2006 (Rome, 
Dec. 13-15, 2006) and PSD 2004 
(Barcelona, June 9-11, 2004), all with 
proceedings published by Springer 
in LNCS 12276, LNCS 11126, LNCS 
9867, LNCS 8744, LNCS 7556, LNCS 

6344, LNCS 5262, LNCS 4302 and 
LNCS 3050, respectively. Those nine 
PSD conferences follow a tradition 
of high-quality technical conferences 
on SDC which started with “Statisti-
cal Data Protection-SDP’98”, held in 
Lisbon in 1998 and with proceedings 
published by OPOCE, and contin-
ued with the AMRADS project SDC 
Workshop, held in Luxemburg in 
2001 and with proceedings published 
in Springer LNCS 2316.

Like the aforementioned preceding 
conferences, PSD 2022 originates in 
Europe, but wishes to stay a world-
wide event in database privacy and 
SDC. Thus, contributions and attend-
ees from overseas are welcome.

Call for Paper

CALL FOR PAPERS
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TransNational Access and the im-
pact of Covid19

The Editorial Board

Covid-19 has obviously had a huge 
impact on the project resulting in the 
postponement of all TA visits. With 
the various local, regional, national 
and international travel restrictions 
the Call was held back and all TA ac-
tivities were put on hold.

A close eye was kept on the ev-
er-changing pandemic situation and 
when it was deemed viable the Call 
was released in mid-June 2021. The 
number of applications has been in-
hibited due to travel issues and it is 
expected this will continue to be the 
case while the pandemic persists. 
The project has put a number of 
processes and checks into place to 
provide some flexibility to potential 
visitors. The host and applicant, once 
their application has been approved, 
will liaise and discuss the timings of 
a visit and the travel restrictions of 
both departure and 
destination country. 
The host will provide 
some flexibility in 
case of unforeseen or 
unexpected circum-
stances and the visi-
tor will be advised to 
factor in the unfore-
seen and unexpect-
ed into their plans 
as Covid-19 related 
issues are outside of 
the project’s control. 
Furthermore, there is 
now an option for a 
successful applicant 
to postpone their vis-
it for up to 6 months 
which should provide 
sufficient flexibility to 
a visitor. 

The project is mindful that the pan-
demic may still be a feature for some 
time to come and as such will contin-
ue to monitor the situation and offer 
flexibility due to Covid-19 issues for 
the foreseeable future.

The first call was released in mid-
June 2021 offering transnational 
visits, to complete a short-term sci-
entific mission (STSM) of between 2 
weeks to 2 months with up to €5,000 
available to cover travel and living 
expenses. The project can now offer 
a visit to one of 17 European infra-
structures providing wide ranging and 
varied expertise.

During this 2-year period (which 
includes 18 months of Covid-19 re-
strictions) the project received 12 ap-
plications of which 3 could not prog-
ress due to Covid-19 restrictions. Of 

the 9 that progressed, 7 were male 
applicants and 2 were female. There 
were 5 EU applicants and 4 non-EU 
(India and America) applicants. 

The visits that have taken place have 
been successful and well received 
with the visitor gaining valuable expe-
rience and support for their projects 
and establishing meaningful academ-
ic connections and working relation-
ships within the community.

SoBigData++ will continue to be as 
flexible and as accommodating as 
possible to TA applicants and visitors 
and it is hoped that the next period of 
the project will receive an increased 
number of applications.

At the intersection between social sciences and statistical physics, our new methodologi-
cal approach paves new ways for defining online collective identities in a fully data-driven 
fashion.

Research Highlights

Photo_Credit_Skitterphoto_Pixabay
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Towards a Digital Ecosystem of 
Trust: Ethical, Legal and Societal 
implications:
the first SoBigData White Paper

Giorgia Pozzi, Delft University of Technology | g.pozzi@tudelft.nl

Iryna Lishchuk, Leibniz Universität Hannover | lishchuk@iri.uni-hannover.de 

The European Union’s vision of a 
digital ecosystem of trust focuses on 
fundamental values such as fairness, 
transparency, and accountability. 
Aside from the focus on innovation 
and novel technological solutions, 
this  constitutes a relevant novelty 
in contrast with the corporate-reg-
ulated US model or the state con-
trolled technological landscape of 
countries such as China and Russia. 
In the context of the ongoing Cov-
id-19 pandemic, the need for a strong 
transnational and safe data process-
ing environment has emerged with 
great clarity. The assessment of fac-
tors that shape the digital ecosystem 
of trust and dictate responsible data 
science is at the core of the first So-
BigData White Paper [1]. The white 
paper elaborates on use-cases from 
research projects, incentives for data 
sharing, privacy-preserving technolo-
gies, decentralization, data altruism, 
and explores avenues for data sharing 
opened by the legal framework of Eu-
ropean Commission’s Data Govern-
ance Act and the GDPR.  

The European Union’s willingness 
to propel technological development 
without compromising on legal and 
ethical standards (associated with the 
design, development, and implemen-
tation of new technologies) lead to a 
challenge: How are these two factors 
compatible? How can progress hap-
pen despite the barriers placed by the 
highest legal and ethical principles 

and requirements? 

The answer lies in seeing ethics and 
legality as indispensable components 
of technological advancement.

Ethical and legal principles can co-
exist and facilitate socially oriented 
technological progress, without con-
stituting an obstacle . Strategies that 
actively promote this approach have 
also been implemented within the 
SoBigData++ project. For example, 
exploratory Sustainable Cities for 
Citizens operates with mobility data 
collected from mobile phones, geo-
located content uploaded to social 
media, etc.

Methods developed within the pro-
ject suggest a possible and adequate 
response to potential intrusions into 
the private sphere (such as geo-loca-
tion) of data subjects. These are, for 
example, privacy-by-design methods 
(Andrienko 2016) and also privacy 
risk estimators aimed to support data 
scientists in monitoring the risk of 
re-identification of individual mobility 
patterns and mobility profiles [4, 5]. 

Moreover, the development of new 
privacy-respecting technologies has 
been promoted within the SoBigDa-
ta project. These approaches point 
at decentralization and incentiviza-
tion [3] as useful ways to empower 
individuals, thus taking over control 
over the data sharing from third par-

ties. Crafting decentralized protocols 
proves functional not only to achieve 
privacy by design but, arguably, also 
for the implementation of any ethical 
value into technology design. 

Furthermore, the web’s decentraliza-
tion and de-monopolization of data 
are promoted by European regulatory 
and legal frameworks. In this respect, 
the Data Governance Act (DGA) aims 
to create favorable conditions in sup-
port of data sharing and altruistic 
uses of personal and non-personal 
data. For instance, the decentralized 
approach enables the sharing of sen-
sitive categories of data selectively 
and in a privacy-preserving way. Due 
to high level of data quality and diver-
sity, the European Union is particu-
larly well-positioned to promote this 
approach. Moreover, this type of data 
sharing is reinforced by FAIR (Finda-
bility, Accessibility, Interoperability, 
and Reusability) principles dictating 
conditions for re-use which fall in line 
with the legal framework defined by 
the DGA and the GDPR.

The current Covid-19 pandemic 
highlighted the need of health data 
secondary processing, with pre-con-
ditions such as stringent ethical and 
legal requirements. 

In fact, both GDPR and normative 
codes of research ethics (such as the 
World Medical Association’s Decla-
ration of Helsinki) subject the pro-
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The success of digital economy and data-driven data science depend on the availability of 
sufficient data resources. How these resources become available relies on a complex factor 
interplay. 
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cessing of personal data concerning 
health for research to explicit consent 
by the data subject being informed 
about the essential points of research, 
approval by the ethics committee, the 
possibility to withdraw consent at any 
time, and appropriate data protection 
safeguards (e.g., de-identification, en-
cryption, etc.). Such requirements are 
meant to ensure that research par-
ticipants have some agency over the 
processing of their personal data.

In summary, there are numerous in-
itiatives that contribute to the crea-
tion of an ecosystem of trust while 
following high ethical and legal val-

ues shared by European countries. 
Approaches that promote an eth-
ics-by-design development of new 
technologies, privacy-preserving 
technologies, the phenomenon of 
data altruism, and strong legal frame-
works are the key elements in fur-
thering progress in reflection of the 
ethical and legal principles. 

Selected References: 
[1] Jeroen van den Hoven, et al., Towards a 
Digital Ecosystem of Trust: Ethical, Legal and 
Societal Implications, accepted for publication 
in Opinio Juris in Comparatione (www.opinio-
jurisincomparatione.org), November –Decem-
ber 2021
[2] Andrienko N. V., Andrienko G. L., Fuchs 
G. and Jankowski P. (2016). Scalable and pri-

vacy-respectful interactive discovery of place 
semantics from human mobility traces. Inf. Vis. 
15(2): 117-153
[3] Domingo-Ferrer J. and Blanco-Justicia A. 
(2020). Ethical value-centric cybersecurity: a 
methodology based on a value graph. Science 
and Engineering Ethics, 26(3):1267-1285.
[4] Pellungrini R., Pappalardo L., Pratesi F. and 
Monreale A. (2018). A Data Mining Approach 
to Assess Privacy Risk in Human Mobility Data. 
ACM Trans. Intell. Syst. Technol. 9(3): 31:1-
31:27 
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A dive into D4Science Infrastruc-
ture developments to master the op-
portunities offered by the platform 
enacting the implementation of the 
SoBigData ecosystem.
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The D4Science Infrastructure [R1] is 
the nucleus of the SoBigData ecosys-
tem. Since the beginning it has been 
the platform enacting the develop-
ment of the distributed and partici-
patory digital infrastructure. During 
the last two years, its service offer-
ing was further extended to better 
match the needs and expectations 
of various communities of practice 
including SoBigData. D4Science is 
an IT infrastructure specifically con-
ceived to support the development 
and operation of VREs by the as-a-
Service provisioning mode. D4Sci-
ence-based VREs are web-based, 
community-oriented, collaborative, 
user-friendly, open-science-enabler 
working environments for scientists 
and practitioners willing to work to-
gether to perform a certain (research) 
task. From the end-user perspective, 
each VRE manifests in a unifying web 
application (and a set of Application 
Programming Interfaces) (a) compris-
ing several components made avail-
able by portlets organized in custom 
pages and menu items and (b) running 
in a plain web browser. 

Every component is aiming at pro-
viding VRE users with facilities im-
plemented by relying on one or 
more services possibly provisioned 
by diverse providers. In fact, every 
VRE is conceived to play the role of 
a gateway giving seamless access to 
the datasets and services of interest 
for the designated community while 

hiding the diversities originating from 
the multiplicity of resource providers. 
Among specific components each 
VRE offers, there are some basic ele-
ments enabling VRE users to perform 
their tasks collaboratively, namely: a 
workspace component to organise 
and share any digital artefact of inter-
est; a social networking component 
to communicate with co-workers by 
posts and replies; a data analytics 
platform to share and execute ana-
lytics methods; a catalogue compo-
nent to document and publish any 
worth sharing digital artifact. Fig. 1 
depicts the service-oriented view of 
the D4Science architecture (the de-
tails are discussed elsewhere [R1]). 
Services are conceptually organized 
into three groups: front-end compo-
nents called to realize the D4Science 
part user interacts directly; back-end 
components called to implement the 
business logic of D4Science; pro-
vided resources called to provide 
front-end components and back-end 
components with resources (comput-
ing, storage, data, software) to use. 
In order to complement this offering 
and bring community resources (the 
boxes with white names in Fig. 1) into 
VREs, the following three integration 
patterns are supported (besides im-
plementing completely new services):
integrating existing applications; 
integrating analytics methods and 
workflows;
integrating datasets and other re-
sources for discovery and access. 

D4Science offers four options for 
integrating existing applications (i.e. 
stand-alone systems offering one or 
more functionality either via web-
based User Interfaces or via APIs) into 
VREs: (i) Adaption level integration 
where there is the willingness to fully 
integrate an existing application into 
a VRE, (ii) Adoption level integration 
where there is the willingness to in-
tegrate an existing application only 
for what regards its operation and 
management, (iii) Entry level integra-
tion where there is the willingness to 
reach a basic level of integration be-
tween the application and the VRE, 
(iv) Client integration where the will-
ingness to integrate the application is 
unidirectional, meaning that the ap-
plication will not be part of the VRE 
yet using the application it is possible 
to have access to the VRE resource 
space and contribute to it. When in-
tegrating an application, it is worth 
taking into account the security set-
tings for D4Science and its VREs: (i) 
the communication between services 
hosted on diverse sites is counting on 
the Transport Layer Security protocol; 
(ii) the use of any service is regulated 
by authentication and authorization 
for both human users and applica-
tions; (iii) authorization is realized by 
a token-based approach where the 
token is associated with every inter-
action and used to verify whether 
the owner of the token is authorized 
or not to execute the action on the 
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target resource; (iv) the authorization 
service exposes OAuth2 protocol 
APIs to enact any third-party appli-
cation to interact with D4Science 
services, possibly on a user’s behalf. 
Concerning the provisioning of the 
applications, this can be done either 
by the as-a-Service delivery model 
where the application runs on ap-
plication owner premises or by the 
software package delivery model, 
including containerized applications 
to be hosted on D4Science comput-
ing infrastructure. Applications pro-
visioned with the second approach 
include Docker containers to be de-
ployed into a Docker Swarm cluster 
and Shiny Apps deployed on request 
by a ShinyProxy.

Regarding the integration of analyt-
ics methods, D4Science is equipped 
with a feature-rich platform for data 
analytics named DataMiner [R1]. This 
platform offers a web-based method 

integration environment for commu-
nities willing to transform almost any 
existing method and implemented 
procedure into an executable process 
offered by the platform. Whenever an 
existing method or procedure is inte-
grated into the platform, (i) the meth-
od becomes an asset of the overall 
infrastructure, and it can be added 
to every VRE (if the license select-
ed by the provider allows it); (ii) the 
method is transparently executed by 
relying on the D4Science distributed 
computing infrastructure designed to 
scale horizontally; (iii) a per-process 
graphical user interface is automati-
cally generated thus to facilitate the 
execution (e.g. the compilation of 
parameters) and monitoring of the 

process; (iv) a standard API based on 
the WPS protocol is automatically 
generated, thus making it possible to 
programmatically invoke the process 
from existing clients; (v) a complete 
recording of every execution is auto-
matically stored into the user work-
space, including a provenance record 
enacting the repeatability of the spe-
cific computation; (vi) the method is 
published into the catalogue with rich 
metadata facilitating its discovery and 
use. D4Science complements this by 
offering Jupyter and RStudio environ-
ments as a service when requested by 
a VRE. In addition to that, D4Science 
offers the possibility to execute Ja-
va-based applications via SmartExec-
utor, either on request or by specific 
scheduling plan.  

Finally, D4Science provides its us-
ers with a highly customisable cata-
logue offering its content via a GUI, 
a RESTful API (gCat) and some stand-

ards (e.g., DCAT, OAI-PMH) [R1]. This 
service is a key component of almost 
every VRE because it makes it possi-
ble for each community to organize a 
shared and searchable “research ob-
jects” space. Such a space is expect-
ed to be populated with descriptive 
records of any worth-sharing artifact 
that may or may not pre-exist the 
VRE. Research objects might repre-
sent datasets, software, services, pro-
cesses, and the like.

These patterns have been widely 
used to develop the SoBigData in-
frastructure [L1]. Apart from the use 
of the catalogue [L2] to publish the 
great variety of its products (meth-
ods, datasets, training material) and 

supporting the development of the 
Literacy working environment, ex-
isting applications have been added 
to the platform by the app integra-
tion patterns as well as by analytics 
methods integration. Applications 
like TagMe, WAT and SWAT are now 
joined to D4Science by the adoption 
pattern. QuickRank and GATECloud 
have been integrated by developing 
specific analytics methods. In particu-
lar, in the case of GATECloud the an-
alytics methods are simple wrappers 
taking care of invoking the homolo-
gous method on that platform. Twit-
ter Monitor, an application to collect 
relevant messages from Twitter and 
share these with the SoBigData com-
munity make use of both Data Miner 
and SmartExecutor facilities to run on 
D4Science. The D4Science platform 
proved to be a key enabling technolo-
gy for the development of the SoBig-
Data infrastructure. 

 
Links:
[L1]: SoBigData Gateway https://sobigdata.
d4science.org/ 
[L2]: SoBigData Catalogue https://sobigdata.
d4science.org/catalogue-sobigdata 
(put the URLs here and include in-text refer-
ences)
References:
[R1]: M. Assante et al. (2019) Enacting open 
science by D4Science. Future Gener. Comput. 
Syst. 101: 555-563 https://doi.org/10.1016/j.
future.2019.05.063 

Fig. 1. D4Science Overall Architecture
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Urban green for Sustainable Cities 
for Citizens: new collaborations and 
insights on the SBD platform

Simona Re, Eliante 
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Our cities stand today as a miraculous lab to foster an effective joint effort of different dis-
ciplines united by the common goal of setting our cities on a path towards well-being and 
social and environmental sustainability.

Our cities stand today as a miracu-
lous lab to foster an effective joint ef-
fort of different disciplines united by 
the common goal of setting our cities 
on a path towards well-being and so-
cial and environmental sustainability. 
As set out by the United Nations Sus-
tainable Development Goals [1], the 
UNFCCC Paris Agreement [2] and 
main current European policies [3,4], 
cities of the world need to take urgent 
action against 
climate change 
and to better 
manage future 
e x p o n e n t i a l 
urban popu-
lation growth. 
That means to 
effectively re-
invent our lifestyles and cities in the 
direction of sustainability. Towards an 
effective and holistic urban develop-
ment, data infrastructures including 
earth and in-field observations, mo-
bility, health and social media data 
are key means and need to be better 
integrated to ensure the advance-
ment of sustainability, biodiversity 
and climate change science in urban 
and peri-urban areas.

In particular, growing attention is 
given today to the study of urban 
green. Why studying trees in our cit-
ies is so important? For many reasons, 
given by the several benefits that ur-
ban trees provide, including cooling 
air, filtering air pollutants, regulat-
ing water flow, mitigate CO2 emis-

sions, improving citizens health and 
well-being, saving energy for air con-
ditioning and heating, and increasing 
urban biodiversity by providing food 
and protection to many species [5]. 
Taking into account the current ef-
fort of data scientists in the analysis 
of variables such as urban mobility, 
energy and quality of life, the related 
interconnections with urban green 
data open many insights for the de-

velopment of new integrated meth-
ods and data-based approaches to 
urban metabolism analysis. In order 
to optimize the research effort and 
related outputs in this broad study 
horizon, the comparability and scal-
ability of results from innovative tools 
are among the biggest challenges for 
the future research on cities.

Starting from this premise, the In-
stitute of Information Science and 
Technologies of the Italian National 
Research Council (ISTI-CNR), IMT 
School for Advanced Studies Lucca 
and Eliante charity are currently col-
laborating to develop cutting-edge 
solutions for urban green assessment. 
Their results will support the scientif-
ic research on tools and methods for 

systematized urban green data col-
lection and analysis, and may repre-
sent a precious starting point for new 
interesting scientific collaborations. 

In particular, researchers from the 
Department of Agricultural and En-
vironmental Sciences - Production, 
Landscape, Agroenergy of the Uni-
versity of Milan are currently sup-
porting the Sustainable Cities for 

Citizens task to 
reason and co-
operate on fur-
ther evolution 
and develop-
ment of urban 
green studies 
on the SBD 
platform. The 

first collaboration is taking place in 
the context of the “Automated meth-
ods of urban green analysis - State of 
the art” micro-project, aiming at pro-
viding a preliminary definition of the 
state-of-the-art upon automatic and 
non automatic methods for system-
atized urban green data collection. In 
this regard, preliminary results of the 
micro-project activities have been 
discussed on July 13, 2021 by Gior-
gio Vacchiano, Associate Professor in 
Forest Management and Silviculture 
at the University of Milan, in the ded-
icated webinar entitled “Automated 
methods of urban green analysis”. 
«There is a need for research to rise to 
the challenge of monitoring and plan-
ning urban forests and their benefits 
in a changing climate» said Giorgio 

«There is a need for research to rise to the challenge of 
monitoring and planning urban forests and their benefits 
in a changing climate»

Giorgio Vacchiano, University of Milan
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Vacchiano. «We have summarized the 
most recent technological advances 
to support the assessment of urban 
forests, from remote sensing to simu-
lation models of tree growth. We also 
highlighted which cities or regions 
with available open data about their 
urban tree - an example to be imitat-
ed by all administrations around the 
globe, with the support of technology 
and citizen science».

In line with the objectives and ex-
pectations of the project, hopefully 
new partners would get involved to 
nurture fruitful new research partner-
ships and collaborations for sustain-
able cities and urban green research 
in SBD. «We hope this is just the first 
of many collaborations to come. The 
increasing complexity of new socie-
tal and scientific challenges requires 

interdisciplinary research groups and 
a dialogue between different dis-
ciplines, backgrounds, and ways of 
thinking» said Luca Pappalardo, data 
scientist at KDD Lab of ISTI-CNR.

Project Highlight
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Visualizing the Results of Bicluster-
ing and Boolean Matrix Factoriza-
tion Algorithms
Thibault Marette, Research Internship chez Kungliga Tekniska högskolan, Sweden

In many data science tasks our goal 
is to understand the relationship of 
two different sets of entities. For ex-
ample, a common problem that online 
shops need to solve is to understand 
the relation-
ship between 
customers and 
products. This 
relationship re-
veals clusters 
of products 
that are fre-
quently bought 
together and 
groups of users 
who buy sim-
ilar products. 
Such insights 
can then be 
used for mar-
keting activi-
ties or to make product recommen-
dations.

This problem is often modelled using 
bipartite graphs where the two sides 
of the bipartite graph correspond to 
the two sets of different entities. An 
edge indicates that two entities inter-
act with each 
other (e.g., 
a customer 
has bought a 
certain prod-
uct). Then 
the goal is to 
find dense 
areas or clus-
ters in this 
graph since 
the clusters 
reveal groups 
of entities 
that are re-
lated. This 
problem has 
applications 

in numerous fields [1][2][3].

Since nowadays the input datasets 
are very large, we cannot manual-
ly find such clusters. Therefore, au-

tomatic clustering algorithms were 
conceived and have been an active 
research area for decades [4][5][6]. 
However, using these algorithms can 
have drawbacks. First, the computed 
clusters are typically returned as a list 
of entities. This makes the analysis by 
a human difficult, since these lists do 

not reveal how strong the interactions 
are. Next, many of these algorithms 
need a set of parameters and often 
it is not clear how these parameters 
should be set for the data at hand. Fi-

nally, the com-
puted clusters 
might overlap 
with each oth-
er by sharing 
entities, which 
complicates the 
interpretation 
of the results.

To mitigate 
these draw-
backs we de-
velop novel vis-
ualization tools 
and algorithms 
for drawing 

the outputs of clustering algorithms. 
Thereby we make the output of clus-
tering algorithms more accessible and 
enable practitioners to use domain 
knowledge to assert the validity of a 
given clustering.

In our visualization we decide to draw 
the (bi-)adja-
cency matrix 
of the bipar-
tite graph. 
Since the 
clusters rep-
resent dense 
s u b g r a p h s 
within the bi-
partite graph, 
each cluster 
will induce a 
dense area of 
1-entries in 
the adjacen-
cy matrix as 
can be seen 
in Figure 1. 

Figure 1. Visualization of an unordered matrix (left) and the same matrix after running a clustering algorithm and 
reordering the rows and columns based on the clustering (right).

Figure 2. Visualization of two different clusterings of the same dataset. The picture visualizes the clustering results ob-
tained from the PCV algorithm [5] (left) and the Basso algorithm [6] (right).
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Therefore, an-
alysts will be 
able to quickly 
understand the 
cluster struc-
ture of their 
data.

We propose an 
algorithm that, 
given a bipar-
tite graph and 
a clustering 
of the graph, 
finds a suitable 
visualization of 
the adjacen-
cy matrix of 
the graph. Our 
approach is 
different from 
previous meth-
ods, which are 
unable to vis-
ualize a given 
graph cluster-
ing.

To obtain a 
good visualization of the clustering 
we need to reorder the rows and 
the columns of the adjacency matrix 
based on the clustering. The choice of 
this ordering will have a large impact 
on how the clusters appear in the pic-
ture. Our main difficulty will be when 
the clusters returned by the clustering 
algorithm overlap, i.e., when the same 
entity appears in multiple clusters. To 
deal with this issue, we propose an 
objective function that generalizes to 
the overlapping setting and incentiv-
izes orderings in which each cluster is 
drawn as a consecutive rectangle of 
1-entries. We also provide algorithms 
to optimize this objective function.

By using our method, we obtain an 
intuitive way to compare the output 
of two different clustering algorithms. 
In Figure 2 we visualize the cluster-
ings obtained from two different al-
gorithms on the same dataset. The 
database used to obtain these fig-
ures is the Neogene of the Old World 
(NOW) database [3], which shows 
the relation between mammal fossil 
records and fossil localities in Europe.

Indeed, the left clustering in Fig-
ure 2 seems to describe many small 
clusters, whereas the clustering on 
the right of Figure 2 describes larger 
clusters, with less noise outside of 
the clusters. Thus, it appears like the 
clustering on the left overfits the data 
and the clustering on the right fits 
the data better. These insights can be 
used by analysts to refine the cluster-
ing, either by manually changing the 
clustering or by adjusting the parame-
ters of the algorithms to obtain better 
results.

Additionally, in Figure 3 we present 
the visualization of a larger dataset 
before and after applying our algo-
rithms. We can see that the dataset 
contains a strong cluster structure. 
Furthermore, we observe that some 
of the clusters are more dense than 
others, which can be important in-
formation for analysts to judge how 
strong the relations between the en-
tities are.

In conclusion, we have presented al-
gorithms that allow us to efficiently 
visualize the results of clustering al-
gorithms. Our methods can be used 

to evaluate 
how each clus-
tering shapes 
the data and 
it can enable 
analysts to as-
sess how well 
a given clus-
tering better 
describes the 
relationships 
within the 
data.
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 Figure 3. Visualization of a dataset before reordering (top) and after reordering (bottom). The dataset represents 
Finnish dialects and the regions they appear in. The visualization enables us to detect sparse and dense regions in 
the clustering.
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Does physical activity change in im-
migrants within the European Eco-
nomic Area? A case study of Italians 
move to Norway

Alessio Rossi, University of Pisa, Italy

Researchers have carried out systematic comparative analyses of migration and integra-
tion trends as well as analysed policies on migration and integration which are key as they 
not only influence migrants’ ability to enter a country, but also the possibility to remain in 
the country, and their quality of life there. 

Physical activity (PA) is one of the 
lifestyle factors that most influ-
ence whether people live a long and 
healthy life. Not only does an active 
lifestyle make people live longer,but 
it also contributes to better mental 
health and, in general, a higher quality 
of life. In particular, the World Health 
Organization (WHO) recommends 
that, to improve and/or maintain 
good psycho-physical health, adults 
and elderly adults should engage in 
aerobic PA of light- or moderate-in-
tensity (e.g., walking, cycling, swim-
ming) for at least 150 min per week, 
or in aerobic PA of vigorous-intensity 
(e.g., running) for at least 75 min per 
week, or an equivalent combination 
of light-/moderate- and vigorous-in-
tensity PA. The WHO also recom-
mends performing exercises aimed at 
increasing muscular strength, flexibil-
ity and balance.

Moreover, it is 
recommended 
to avoid, for as 
much as pos-
sible, to spend 
prolonged time 
in inactivity or 
sedentary be-
haviors (e.g., sit-
ting at work or 
watching TV). In 
spite of the con-
sistent evidence 
on the health 
benefits of PA, 

as well as the clear and simple guide-
lines for PA behavior, insufficient PA 
remains one of the leading risk factors 
for poor health and mortality world-
wide (1). From a health promotion 
perspective, a major challenge in pro-
moting PA is that this behavior is sub-
jected to social gradients, with more 
vulnerable sub-groups of the popula-
tion less likely to engage in sufficient 
PA levels or respond to PA promotion 
initiatives. In particular, studies have 
consistently shown that gender, age, 
educational level, and ethnic back-
ground are major social determinants 
of PA behavior (2–4).

Compared to other western coun-
tries, Norwegians are estimated to 
be relatively active. Figures from the 
Global Health Observatory indicate 
that, in 2016, 68% of adult Norwe-
gians met the WHO’s recommended 

levels for PA (Figure 1). This preva-
lence was higher compared with oth-
er European countries such as, for ex-
ample, Italy, where 59% of the adults 
engaged in sufficient PA levels. More-
over, compared with other countries, 
Norway shows a smaller gender-gap 
(Figure 1): while in Italy 54% of the 
men and 44% of women met the PA 
recommendations, in Norway 70% 
of men and 66% of women met the 
WHO’s PA recommendations. Ital-
ian immigrants in Norway, although 
still relatively low in number, are a 
rapidly growing group. Italians enjoy 
the right of free movement of peo-
ple within the European Union and 
the European Economic Area (EEA; 
which includes Norway). Italians’ im-
migration to Norway has been stead-
ily increasing since the establishment 
of the EEA Agreement in 1994, and 
it has 3-fold since the economic crisis 
of 2008 (5, 6). This trend is in line with 
the increased Italian mobility world-
wide: from 2006 to 2019, the num-
ber of Italians registered as residents 
abroad increased by 70%, going from 
over 3.1 million to almost 5.3 million 
(5). These new waves of Italian im-
migrants have been often described 
as “the better youth” (young, well 
educated, cosmopolitan and mobile 
individuals), though there are also in-
dications that grownups and families 
have been moving looking for jobs or 
better living conditions (6). According 
to figures from the Italian Embassy in 
Norway, to date 7.108 Italian citizens 
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reside in Norway and are registered 
at the Norwegian Register of Ital-
ians Living Abroad (AIRE). Of these, 
4.523 (2.862 men and 1.661 women) 
are Italian-born, while the others are 
progenies of Italian immigrants (6). 
In spite of this rapid increment, the 
living conditions of this group, espe-
cially in relation to their health and 
health-related behaviors such as PA, 
have received virtually no attention.

In a study of Calogiuri et al. (7) it 
was highlighted that a large majority 
of Italian immigrants in Norway per-
ceived they were as or even more 
physically active in Norway than they 
would have been if they continued liv-
ing in Italy. However, the prevalence 
of perceiving a negative impact was 
greater in specific sub-
groups (the men, older in-
dividuals, those who live 
in less urbanized regions 
of Norway, and those 
with lower socio-eco-
nomic status). No signifi-
cant differences between 
the Italian immigrants and 
the general Norwegian 
population were found 
for key indicators of PA 
levels, though some dif-
ferences were observed 
in relation to specific 
activities. Associations 
of PA with different so-
ciodemographic charac-
teristics were observed, 
especially in relation to 
gender, educational level 
and, to a certain extent, 
age. In contrast with pat-
terns observed in the 
general Italian population 
(as well as patterns ob-
served in other immigra-
tion groups), women were 

generally found to be more physically 
active than men. These findings shed 
light on the PA habits of Italian immi-
grants living in Norway, a relatively 
small but rapidly growing immigration 
group and can be used to inform ini-
tiatives to promote PA in this or sim-
ilar immigrations groups. This study 
indicates the potential of expanding 
the research on health and PA to un-
der-researched immigrant groups, in 
particular within the EEA context. As 
mobility within the EEA is on the rise, 
it is important to understand how in-
dividuals interact with the opportu-
nities and the culture of the country 
of resettlement, as well as how social 
gradients influence PA patterns in the 
context of migration.

Exploratories: Migration Studies, Sport Data 
Science
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A Content-Based Approach for De-
tecting Echo Chambers in Online So-
cial Networks

Francesco Zappia

Online social networks are an integral part of modern society. Despite intensive research, 
many phenomena revolving around online social networks and their impact on society 
are still not sufficiently understood. One of the main challenges in this area is to establish 
whether echo chambers are widely present in social networks or not.
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Online social networks are an inte-
gral part of modern society: they con-
nect millions of users from around the 
world. For many people they serve as 
their main news aggregators and a 
window of what is happening in the 
world. Despite intensive research, 
many phenomena revolving around 
online social networks and their im-
pact on society are still not suffi-
ciently understood. One of the main 
challenges in this area is to establish 
whether echo chambers are widely 
present in social networks or not.

An echo chamber refers to a group of 
people who have the same opinions 
and reinforce their respective ideas 

without rebuttal from an opposing 
side [1]. Since it is believed that echo 
chambers play an important role in 
the online-radicalization of users, un-
derstanding whether echo chambers 
exist is an important question.

In our work, we introduce a new 
method for detecting echo cham-
bers in online social networks. While 
previous approaches have mostly fo-
cussed on interactions between dif-
ferent users, our work also takes into 
account the contents associated to 
user interactions.

More concretely, consider the con-
tent given by a newspaper article. 

Our approach is to find all discussions 
about this article on online social net-
works, such as Twitter, and to down-
load the corresponding (discussion) 
threads. While most newspaper arti-
cles will trigger only a small number of 
interactions between the users, con-
troversial articles will trigger a heated 
discussion with lots of friendly and 
hostile interactions. In Figure 1 we 
present an example of two threads 
that discuss the same newspaper ar-
ticle and trigger many user interac-
tions.

Therefore, our approach is to study 
the user interactions triggered by 
controversial newspaper articles. Our 

Figure 1:Two threads on Twitter discussing a newspaper article. Both discussions give rise to a thread and both are about the same content (an article from The 
Guardian about New Zealand)
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observation is that inside echo cham-
bers, where beliefs are reinforced 
and where there is no rebuttal from 
outside, even controversial articles 
do not trigger hostile interactions. 
This suggests that if we can find local 
groups of users who agree on an arti-
cle, even though that article is highly 
debated in the entire social network, 
then we can detect echo chambers.

As an example, consider the topic 
of politics in news media, which is 
known for being controversial [2]. 
Many articles about politics trigger a 
discussion between parties of oppos-
ing viewpoints, causing positive and 
negative interactions throughout the 
whole network. However, if a certain 
group of users discusses such contro-
versial articles with mostly friendly 
interactions, then it is likely that all 
users in this group have a similar po-
litical stance and that they reinforce 

their opinions. Hence, such a group 
of users would constitute an echo 
chamber.

In our work we present a mathemati-
cal model for the problem of detecting 
content-based echo chambers. We 
then derive an integer linear program, 
which solves our problem exactly but 
does not scale to large datasets. To 
make our approach more scalable, 
we consider a relaxation of the inte-
ger linear program and use rounding 
heuristics to turn fractional solutions 
into integer-valued solutions. We also 
study the computational complexity 
of our problem and provide inapprox-
imability results.

We evaluate our method on syn-
thetic and on real-world data. On the 
synthetic data, our results show that 
our algorithm is able to reconstruct 
a set of planted echo chambers. We 

also run our heuristic algorithm on re-
al-world data retrieved from Twitter 
and Reddit and observe that it finds 
subgraphs that match with our defi-
nition of content-based echo cham-
bers.
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Academic Migration and Academic 
Networks: Evidence from Scholarly 
Big Data and the Iron Curtain

Donia Kamel, Paris School of Economics | doniasameh3@gmail.com | Twitter: @Donia_Sameh

Big Data and the Iron Curtain are two phrases usually used to denote completely two differ-
ent eras. Yet, the context the latter offers and the rich data source the former offers com-
plement each other in a perfect manner enabling the causal identification of the effect of 
networks on migration.

SO DO WE REALLY CARE?
The decision to migrate is one of the 
most important decisions an individu-
al can make. As such, this decision is 
influenced and shaped by a lot of fac-
tors such as inequality levels at home 
and intended destination, returns to 
education, migration costs, employ-
ment prospects, life cycle consider-
ations, and many more. Networks 
play a vital role in such decision as 
they influence all of the above factors 
in one way or another. Networks help 
the individual in learning about op-
portunities and conditions in poten-
tial destinations; moreover, at home 
and by construction, the structure 
of migrants’ social networks shape 
their ability and desire to learn, and 
thus their migration prospects. On 
the macro level, studying migration 
of scientists is important as it has im-

plications on brain drain; 
indeed, human capital 
influences differentials 
in economic prosperity 
across space and it is the 
engine of innovations 
and a major source of 
knowledge externali-
ties. Thus, with the use 
of big data, the study of 
the role of networks in 
migration is facilitated, 
and this is the major con-
tribution of this research 
as it is in the context of 
scientists.

HOW DOES THIS CONTRIB-
UTE TO THE LITERATURE?
There are ambiguities in 
the literature regarding 

the causal relationship between mi-
gration and network. This is due to 
the fact that it has historically been 
difficult to differentiate between 
distinct sources of social capital 
(synonymous to different types and 
structures of networks) in a single 
empirical setting. More specifically, 
in the migration case, traditional data 
sources inhibit the linking of social 
network structure to migration deci-
sions. Additionally, the existing em-
pirical evidence on the effects of net-
works makes the implicit assumption 
- which is a result of the constraints of 
the data - that all potential migrants 
benefit from the networks at desti-
nation equally (Bertoli and Ruyssen, 
2018). This empirical evidence study-
ing the effect of networks ranges 
from looking at share of households 

with a migrant at the village (McK-
enzie and Rapoport, 2010), size of 
diaspora at each destination country 
(Bertoli and Moraga, 2015 and Beine 
et al., 2011, 2015) or at the country 
level (Bertoli, 2010); whilst all making 
the implicit assumption that migrants 
benefit equally from networks.

This research, instead, abstracts 
from this assumption by the ability 
to map and identify networks of in-
dividuals and specific characteristics 
about them, as also Blumenstock 
et al. (2020) recently did. Lastly and 
most importantly, this work attempts 
to reach causal identification of the 
effect of networks on migration deci-
sions, by looking at a specific context 
in which manipulation of networks 
prior to migration was not possible 
and a rich data source that allows for 
a wide range of controls.

IDENTIFICATION OF THE CAUSAL EFFECT
Focusing on academics from Eastern 
Europe (henceforth EE) from 1980-
1988 and their academic networks 
(1980-1988), I investigate the effect 
of academic network characteristics, 
by location, on the probability to mi-
grate after the fall of the Berlin Wall in 
1989 and up to 2003, when many EE 
countries held referendums or signed 
treaties to join the EU. The timing of-
fers a unique context in which there 
was no anticipation of the fall of the 
Eastern Bloc and, together with the 
data that offers unique rich informa-
tion, identification is achieved. Ap-
proximately 30k academics from EE 
were identified, 3% of whom were 
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migrants.

During this period, the Iron Curtain, 
a political boundary dividing Europe 
into two separate areas from the end 
of the Second World 
War in 1945 up until 
the end of the Cold 
War in 1991, was in 
place. As a result, it 
severely limited mi-
gration between the 
East and the West 
from 1950 up until 
its fall in 1991 (Van 
Mol and de Valk, 
2016). The series of 
events that preced-
ed border openings 
and the collapse of 
the Soviet Union led 
to the largest migra-
tion wave - in and 
from eastern Europe - ever since the 
events of refugee and forced migra-
tion of WWII (Bade, 2008). All in all, 
after the opening of the Iron Curtain 
in November 1989 marked by the fall 
of the Berlin Wall, immigration from 
eastern Europe started and surged in 
all categories, including migration of 
academics and scientists (Marshall, 
2000). Thus, the collapse of the Iron 
Curtain induced new migration flows, 
and enabled and facilitated the mi-
gration of academics and researchers 
from Eastern Europe, the focus of this 
analysis. Note that the Eastern Euro-
pean authors identified in this period 
are tracked up until 2003, marking the 
year many Eastern European coun-
tries signed treaties or held referen-
dums to join the EU and consequent-
ly the enlargement of the European 
Union in 2004. For example, after 
2003, academic migration from east-
ern Europe to the United Kingdom 
increased through movements from 
the countries that gained access and 
membership to the European Union in 
2004 (Burrell, 2010). In this research, 
we find evidence that academics 
were not able to anticipate the fall of 
the Berlin Wall and their possibility to 
migrate. As a result, there appears to 
be no manipulation of the network 
size and quality, throughout all types 
of migrants (between EE and out of 
EE), implying that migration did not 

induce networks, and thus enables us 
to reach the causal effect of networks 
on migration.

Using this context and these data, I 

test the assumption that the effect of 
the size and quality of pre 1989 aca-
demic networks, classified by location 
home, destination and foreign, on the 
probability to migrate, goes through 
two distinct channels: the cost and 
signalling channels, respectively. The 
cost channel is how the network 
characteristic reduces or increases 
the cost of migration,thus acting as a 
facilitator or a de-facilitator of migra-
tion. The signal channel on the other 
hand in which the network charac-
teristic serves as a signal for the aca-
demic himself and his quality and his 
potential contribution and addition 
to the new host institution, thus also 
serving as a facilitator or a de-facilita-
tor of migration.

SNEAK PEAK OF THE DATA!
The schema shows how everything is 
derived from the paper ID, informa-
tion about the academic, his field, his 
co-authors (i.e. his network) and con-
sequently information about his net-
work (mainly their size and quality). 
Size is defined as the sum of co-au-
thors, by location, from 1980-1988. 
Quality, on the other hand, is the av-
erage citation count and average rank 
of the co-authors by location (only for 
home average rank is used for defi-
nition issues), from 1980-1988. The 
main dependent variable is whether 
or not an academic migration post 

the fall and up to 2003, which is then 
classified into within-EE migration, 
out of EE migration, and no migra-
tion. The figure shows the motivation 
behind MAKG over other data sourc-

es. Even though the 
data is not perfect, 
especially when it 
comes to look at the 
quality of academ-
ics, MAKG is consid-
ered a better option, 
compared with other 
traditional scholarly 
data and other schol-
arly big data sources. 
Some descriptive re-
sults are important to 
note. Out of the ap-
proximately 30k aca-
demics from EE, 855 
are migrants, 509 
engaged in out of EE 

migration and 346 engaged in within 
EE migration.  There is no evidence 
that academics strategically manipu-
lated their networks in anticipation of 
migration due to the focus on East-
ern European academics behind the 
Iron Curtain. Additionally, there was 
only within EE migration prior to the 
fall of the Berlin Wall giving further 
support for the Iron Curtain as a bar-
rier to a migration from the East. The 
majority of academics’ most frequent 
language of publication was English. 
Migrants tend to be older, have larger 
networks, smaller home network size, 
and larger foreign network size. The 
most famous destination is the Unit-
ed States, especially for mathemati-
cians and scientists.

FINDINGS AND IMPLICATIONS
In this analysis, I find that an increase 
in the home network size (80-88) by 
one unit reduces the probability to 
migrate (1989-2003) by 0.1-0.05pp. 
Distinguishing between the types 
of migration, I find that an increase 
in home network size increases the 
chances of an academic not migrating 
compared to his chances of migrating 
to another EE. In fact, an increase in 
home network size by 1 unit, all vari-
ables constant, an academic is 1.034-
1.071 times more likely to not migrate 
as compared to migrating to another 
EE , as the risk or odds are 3.4% - 

Figure showing the literature this research contributes to and draws from
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7.1% higher. For the groups of those 
who migrated outside of EE vs those 
who migrated within EE, the evidence 
mainly implies lower chances of mi-
grating out of EE compared to mi-
grating with-
in EE when 
home network 
size increases, 
aligning with 
the theoretical 
p re d i c t i o n s . 
On the other 
hand, an in-
crease in the 
d e s t i n a t i o n 
network size 
for migrants 
increases the 
probability to 
migrate by ap-
p rox i m a t e l y 
7.7pp high-
lighting the 
lower costs 
of migration 
due to already 
e s t a b l i s h e d 
connections at 
destination and probably the easier 
the process of integration into the 
new host institution, aligning with the 
theoretical prediction. An increase 
foreign network size increases the 
probability of migration by 0.1pp, yet 
not statistically significant through-
out all specifications. By distinguish-
ing between the types of migration, 
evidence confirming the assumption 
that foreign connections are more 
likely to be close in terms of distance 
is found. This is because an increase 
in foreign network size by 1 unit in-
creases the chances of an academic 
migrating within EE as compared to 
not migrating, as the risk or odds are 
lower by 1.5%. Similarly, an increase 
in foreign network size by 1 unit in-
creases the chances of migrating 
within EE as compared to migrating 
out of EE as the risk or odds are 0.3%. 
For destination network size, as ex-
pected, the chances of not migrating 
versus migrating within EE is nearly 
zero. 

All of this confirms the fact that the 
cost channel mostly operates through 
network size in which greater net-

works at home increase the cost of 
migration, as leaving connections 
behind is costly, whilst establishing 
ones at destination reduces the cost 
of migration, as academic connec-

tions have already been established 
and would also ease integration in 
the host institution. For the foreign 
network size, the statistical insignif-
icance and context does not help in 
disentangling which channel the ef-
fect operates through.

An increase in home network quality 
on the other hand, shows that the sig-
nalling channel marginally outweighs 
the cost channel as an increase in 
home network quality increases the 
probability to migrate. The effect is 
positive, statistically significant yet 
not economically significant (i.e. very 
small in magnitude), and thus the 
signalling channel outweighs slightly 
the cost channel, implying that an in-
crease in home network quality acts 
as a signal for the academic’s quality 
and, thus, a facilitator of migration 
more than a de-facilitator of migra-
tion, as “better” network at home is 
left behind. A decrease in home net-
work quality increases the chances of 
not migrating versus migrating within 
EE, yet the effect is not very econom-
ically significant. Similarly, a decrease 
in home network quality decreases 

the chances of migrating outside of 
EE versus migrating within the EE. 
Looking at destination and foreign 
network quality I find evidence that 
supports the fact that better quality 

d e s t i n a t i o n 
and foreign 
networks sig-
nificantly in-
crease the 
p r o b a b i l i t y 
to migrate. 
However, the 
effect is eco-
nomically not 
significant, be-
ing 0.0003pp 
and 0.0001pp. 
Co n s i d e r i n g 
these results, 
whilst having 
the results on 
d e s t i n a t i o n 
and foreign 
network size 
at the back 
of our heads, 
they could im-
ply that having 

a greater network at the destination 
or at a foreign country is more im-
portant that having a good connec-
tion at another country. This might be 
due to the fact that academics in EE 
were so segregated from the rest of 
the academic community worldwide 
that any additional connection would 
be of great help and would increase 
migration prospects, irrespective of 
the quality of that connection. Fur-
thermore, an increase in foreign net-
work quality increases the chances of 
an academic migrating within EE ver-
sus migrating out of EE as the risk or 
odds are 0.1% lower. This highlights 
that a greater foreign network quality, 
which is assumed to be usually in oth-
er EE countries, has an effect through 
the cost channel as leaving the region 
completely means loss of these for-
eign connections completely, thus, 
this acts more as a pull factor.

All of this confirms the fact that the 
signalling channel mostly operates 
through network quality, in which 
better networks by all locations act 
as a signal of the academic’s quality, 
openness and options. However, the 

Schema of Microsoft Academic Knowledge Graph showing how everything is derived from the papers themselves
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fact that many of the results are not 
economically significant and some-
times statistically insignificant high-
lights that size matters more than 
quality. This could be specific to this 
exact context, where academics were 
highly isolated from the rest of the 
academic world.

As expected, prior migration does 
f a c i l i t a t e 
migrat ion, 
especially if 
it occurred 
t h r o u g h 
an Eastern 
E u r o p e -
an country 
that be-
came part 
of the EU in 
2003. Look-
ing at het-
erogeneous 
effects by 
broad dis-
ciplines of-
fers some useful insights that are in-
tuitive, novel, and confirm findings by 
previous, yet different, papers. There 
are no heterogenous home network 
size effects by broad discipline or 
field of study. In contrast, there are 
heterogenous effects of destination 
network size that are significant, sta-
tistically and economically, for Math-
ematicians, Computer Scientists and 
Engineers. This aligns with Borjas and 
Doran (2012) who argue that any So-
viet Mathematician that tried to com-
municate with scholars outside of the 
Soviet Union, particularly in the US, 
could risk the potential attention from 
the KGB or even arrest. Thus, due to 
the extremely limited contact, an ad-
ditional contact at destination would 
increase migration prospects from 
them, more than any other field, espe-
cially since they were of high quality/
reputation. Additionally, an increase 
in foreign network size increases the 
probability of academics from the 
Arts and Humanities to migrate sig-
nificantly more than academics from 
other fields. This could be explained 
by the fact that academics from fields 
that have larger network barriers and 
less quality signalling have a foreign 
network - which is a measure of open-

ness, quality and options - that plays 
a more important role in facilitating 
migration. This aligns with the results 
from Becker et al (2021). Looking at 
the network quality, an increase in 
home network quality has a signifi-
cantly different and positive effect on 
the migration probability of Mathe-
maticians, Computer Scientists and 
Engineers. Evidence confirms that 

the signalling channel outweighs the 
cost channel. This happens more for 
these specific disciplines as they are 
the only ones with a significant inter-
action term when the home network 
belongs to the top 25%, whereas oth-
er disciplines would need their net-
works to be from top 10% so that the 
effect is significant. This hints at the 
reputation and quality of Mathemati-
cians, aligning with Borjas and Doran 
(2012). There are no heterogeneous 
effects by destination network qual-
ity and only heterogeneous effects by 
foreign network quality for Arts and 
Humanities academics, aligning with 
the above interpretation for foreign 
network size.

CONCLUDING REMARKS
In conclusion, this research is import-
ant due to the various and vast con-
tributions it offers to different strands 
of the literature. It first contributes to 
the current wave of research on hu-
man migration through the lens and 
perspective of big data (see Sirbu et 
al., 2020). However, it expands on 
this literature by focusing on a unique 
historical context that offers a much 
closer step to achieve the causal im-
pact of networks on migration, thus 

it also expands on the literature fo-
cusing on migration post the fall of 
the Berlin Wall, the Iron Curtain and 
the dissolution of the Soviet Union. 
By focusing on academics, it con-
tributes to the limited literature on 
academic migration and what shapes 
and affects their migration decisions 
(Teichler, 2015). It contributes to the 
vast and extensive literature on brain 

drain as the 
focus of this 
research is 
on academ-
ic migra-
tion. This 
r e s e a r c h 
also pro-
vides a new 
e m p i r i c a l 
perspective 
on the de-
terminants 
of academ-
ic migra-
tion paying 
par t i cu la r 

attention to academic networks. As 
such, it also contributes to the strands 
of literature on the empirical relation-
ship between networks and migra-
tion, which is an empirically hard task 
to do as mentioned before. The align-
ment between network theory and 
social capital theory also makes this 
research contribute to the empirical 
literature on social network theory.

This work is part of a micro-project done in col-
laboration between Paris School of Economics 
(Professor Hillel Rapoport and PhD student 
Donia Kamel), the University of Pisa (Dr. Lau-
ra Pollacci) and ISTI-CNR (Dr. Giulio Rossetti). 
This work is classified under the Migration 
Studies Exploratory under WP10, SoBigDa-
ta++. It could also be classified under the De-
mography, Economy and Finance Exploratory.

Motivating the use of Microsoft Academic Knowledge Graph as a data source for this research
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